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Abstract

Two Degree of Freedom Control for Disk Drive Servo Systems

by

Li Yi

Doctor of Philosophy in Mechanical Engineering

University of California at Berkeley

Professor Masayoshi Tomizuka, Chair

This dissertation investigates two degree of freedom (2DOF) control and its application to

the hard disk drive (HDD) servo system. In the HDD application, the 2DOF controller

operates for both track seeking and track following modes, therefore eliminating the mode

changes that may exacerbate the settling of the read/write (R/W) head.

Practical considerations for the HDD servo system are addressed in its design and

optimization. A simple method is also developed to model the track mis-registration (TMR)

sources from the position error signals (PES).

The 2DOF controller contains three major components. The first component is

a feedforward controller, for which zero phase error tracking (ZPET) control or model

following control can be used. A proposed feedforward control using embedded position

in servo sectors shows 30% PES improvement by simulations. The second component is a

reference generator providing aggressive but safe position profiles for track seeking. The
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third component of the controller is a robust feedback controller, for which a disturbance

observer (DOB) or an adaptive robust controller (ARC) can be used. Simulations and

experiments on its use for track seeking control show that both seek time and tracking

errors can be reduced.

HDD track density is determined by the TMR performance of the track following

controller. Various tradeoffs have to be made for the required performance. This dissertation

addresses the optimization of the servo controller with a fixed structure. The optimization

problem is formulated to minimize the PES variance with constraints. The cost functions

use weighting sequences from the TMR source models. The noise environment of the servo

system is then accurately represented. Using the proposed method, a 2DOF controller with

DOB and a conventional PID controller are optimized. Simulations show that the 2DOF

controller achieves better stability margins, as well as better TMR performance.

Professor Masayoshi Tomizuka

Dissertation Committee Chair
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Chapter 1

Introduction

This dissertation is concerned with the control algorithms for high-density hard

disk drives (HDDs). The introduction chapter is organized as follows: the system overview

is given in Section 1.1, in which Subsection 1.1.1 introduces the hard disk drive, and Subsec-

tion 1.1.2 introduces its servo system, performance factors, and related terminology. The

problems to be addressed in the dissertation are described in Section 1.2. An overview

of the previous research is given in Section 1.3. The contributions of the dissertation are

described in Section 1.4. Section 1.5 outlines the contents of the dissertation.

1.1 System Overview

1.1.1 Hard Disk Drive

HDDs are the most important permanent storage used in computers nowadays.

Components of a typical HDD are shown in Figs. 1.1 and 1.2. Other storage devices

include floppy disks, CD-ROMs, tape drives, and removable mass storage such as Iomega
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Figure 1.1: Inside a 3.5 inch hard disk drive: 1) VCM; 2) pivot bearing; 3) E-block; 4)

suspension; 5) a track; and 6) spindle

ZIP and JAZ drives, and magneto-optical (MO) drives. HDD differs from others primarily

in three aspects: capacity, cost per megabytes (MB), and performance. During the past

15 years, HDDs have made dramatic progress in terms of capacity, speed, and price. The

first hard disks had a capacity of 10 MB, costing over $100 per MB. Nowadays, popular

hard disks with tens of gigabytes (GB) cost less than a cent per MB. Meanwhile, their

performance, reliability, and the data transfer-rate have been improved dramatically .

As shown in Figures 1.1, 1.2, and 1.3, HDD contains round, flat disks called plat-

ters, or disks. Information is stored on the magnetic coating of the disk surface. The disks

have a hole in their center, and are stacked along a spindle. The stacked disks are rotated by

an electric motor inside the spindle, called the spindle motor. Electromagnetic read/write

(R/W) heads are used to either record information onto the disks or read information from

them. The heads are mounted on suspensions through gimbals. Suspensions are mounted
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Figure 1.2: Hard disk components

on a carriage, or E-block , whose side view has an ”E” shape. The heads, the suspensions,

and the E-block together form the Head Stack Assembly (HSA). The flexible structure of

the gimbals and the suspensions help the heads maintain constant flying height on an air

bearing over the rotating disks. During the operation, the heads should never touch the

rotating disks. Otherwise, the heads and the disk surface will be severely damaged. The

R/W heads over the disk surface are positioned by an actuator, which controls the move-

ment of HSA. Voice coil motor (VCM) is widely used as the actuator in hard disk drives.

VCM controls HSA and a selected head to follow a track or to switch from one track to

another.

In HDD, data are stored in tightly-packed concentric rings called tracks, and or-

ganized for fast access. Each track is further divided into smaller sectors. The stored data
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Figure 1.3: An industry standard 3.5 inch disk platter

are located by the cylinder, head, and sector numbers, which are provided to the servo

subsystem by the interface controller when the host computer requests to access the data.

With the cylinder and head number, the servo system controls the HSA to position the

selected head to the target track center. The head then waits for the correct sector to begin

access to the requested data.

Increase of HDD capacity is achieved by storing more information in the same

physical disks, or increase of the areal density of the disks. Both bit density of tracks and

track density of disks must be increased for higher areal density. The former is measured

by bits per inch (BPI ), and the latter by tracks per inch (TPI ). Areal density, in bits per

square inch (BPSI ), is the multiplication of BPI and TPI.

Areal density is one of the most important factor for HDD performance. Increasing

TPI is a relatively easier approach to increase the areal density [15], but still a challenging

task itself. Historically, it involves cross-discipline technological advances in the magnetic

media, actuators design, disk platter material and thickness, servo algorithms, and micro-



5

processors or DSP. This dissertation emphasizes the improvement of the HDD servo system.

1.1.2 HDD Servo System

The HDD servo system consists of two parts: the spindle motor servo system,

and the actuator servo system. Both are real-time embedded systems. The disks rotate at

a constant speed and the actuator moves over the disk surface. The task of the spindle

servo is to keep the constant rotation speed. Historically, the spindle servo system has been

well designed. This dissertation is mainly concerned with the actuator servo system. The

term ”servo system” in this dissertation refers to the actuator servo system unless otherwise

stated.

The servo system calculates voltage command based on position error signals

(PES) demodulated from servo sectors. The voltage command is then fed through an analog

power amplifier (PA) via a DAC. The DAC acts as a zero-order hold (ZOH). The output

current of PA passes the coils of the VCM, and the resulted torque drives the actuator for

track following and seeking.

Figure 1.3 illustrates the widely used embedded servo scheme for HDDs. In the

scheme, position signals are embedded in the servo sectors along the data tracks at equally

spaced angles, with data sectors in between. R/W head reads sector number, track ID,

and PES from the servo sectors. The number and the width of the servo sectors should

be minimized for data format efficiency of HDDs. Servo sectors are pre-written on the

disk before the disk can be used. Servo writing is performed by precision servo writers.

Because the servo system uses the heads and servo sectors as the position sensor, the servo

writers must achieve much higher positioning accuracy than the HDD servo system can do.
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Disk platter

Data sector

Servo sector
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Figure 1.4: Servo sector and data sector in embedded servo system. Servo sectors provide

R/W heads position information; data sectors store user data. The number of servo sectors

per revolution and spindle speed determine the sampling rate.

Note that in Fig. 1.4, only 6 servo and data sectors are shown for illustration purpose.

Commercial HDDs typically have more than a hundred sectors.

Figure 1.5 shows a simplified scheme of a servo sector. Assuming the head is

moving from the left to the right, written in the servo sector are the sector address mark

(SAM), gray code, ABCD bursts and optional RRO fields. SAM signals a coming servo

sector and also indicates the sector number. The gray code provides the track number.

Bursts are a group of magnetic written-in patterns with certain radial offsets. Each burst

group has the width of a track. The position of the R/W head can be determined by the

difference of the signal strength read back from these burst groups (A and B bursts shown).

The relationship between the burst amplitude read back by the head and position of the

head from the track center is given as

∆ypes =Wr
va − vb

2vm
(1.1)
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Figure 1.5: Schematic view of a servo sector, assuming R/W heads move from the left to

the right in the schematic.

where Wr is the width of the read head; va and vb are the amplitude of the A and B bursts

read back by the head; vm is the maximum amplitude for the bursts. Ideally, va+vb should

be a constant. Note that in this two-bursts scheme, the maximum detectable position error

is 25% of the track width. Usually, two or more bursts are used to increase the dynamic

range and linearity of the PES. Optional repeatable runout (RRO) fields at the end of

the servo sector can be used to store relevant information to correct the eccentricity of the

servo sector center. Because the bursts are written by the servo writer, their radial positions

also reflect the tracking errors. In general, the center of the bursts do not form a perfect

circle. However, being the only position information sources in HDD, they are the reference

trajectory for the R/W head to follow. The offsets of the bursts from a perfect circle are

called servo written-in errors, which are deterministic and different for each track.

Figure 1.6 shows a common scheme to convert the analog signals read from the

bursts to PES. The analog signals are conditioned by an adaptive filter, and then sent to an
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analog-to-digital converter (ADC). The adaptive filter is used to attenuate the undesired

media and electronic noises, and also anti-alias high-frequency noise. The servo digital

signal processor (DSP) processes the results in digital format, and computes PES.

VGA CTF FIR ADC Servo DSP
Analog
signals
read
from the
media

AGC

Variable Gain
Amplifier

Continuous
Time Low Pass
Filter

Finite Impulse
Response Filter

Analog to
Digital
Converter

Automatic Gain Control

VGA CTF FIR ADC Servo DSP
Analog
signals
read
from the
media

AGC

Variable Gain
Amplifier

Continuous
Time Low Pass
Filter

Finite Impulse
Response Filter

Analog to
Digital
Converter

Automatic Gain Control

Figure 1.6: A typical hard disk drive read channel scheme. Continuous signals read from

the media are conditioned before sent to servo DSP.

In an embedded servo system, PES can only be obtained in discrete-time format.

Thus, its servo system is discrete in nature. The product of the spindle speed and the

number of sectors determines its sampling rate, i.e.

Fs = NSector
RPM

60
(1.2)

where Fs is the sampling rate in Hz, NSector is the number of the servo sectors along one

track, and RPM is the spindle speed in revolution per minute.

The servo system of the disk drive plays a vital role to increase the internal per-

formance of HDDs. Some key internal performance factors are explained as follow.

Seek time is the amount of time required for the read/write heads to move between

tracks, normally in a order of milliseconds (ms). Average seek time is the average seek time

from one random track (cylinder) to any other. Track-to-track seek time, or track switch
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time is the amount of time that is required to seek between adjacent tracks. This can be less

than 1 ms. Full stroke seek time is the amount of time to seek the entire width of the disk,

from the innermost disk (ID) to the outermost disk (OD). Track seeking is a mechanical

process that involves using the actuator to physically move the read/write heads. Track

switch time is important because switches to adjacent tracks occur much more frequently

than random seeks. With a fixed mechanical design, servo system is responsible for reducing

seek time and track switch time, without increasing acoustics noises.

Latency is the amount of time that the R/W heads must wait to reach the target

sector. The average latency is half the time of a full disk rotation. The worst case happens

when the R/W head has to wait a full revolution to reach the target track. E.g., the average

latency is 5.6ms for 5400 RPM drive, 4.2ms for 7200 RPM , and 2.8ms for 10K RPM

drive. Increasing the spindle speed will reduce latency. Faster spindle speed also increases

data transfer rate in a given BPI.

Areal density of a platter measures how many bits can be packed into each square

inch. As mentioned before, areal density consists of two components: track density in TPI

and bit density in BPI. The actuator servo system is responsible for maintaining the heads

on-track near the center of increasingly narrowed tracks. [9][15]

Higher RPM and more sectors per track provide higher sampling rate. In general,

higher sampling rate results in higher HDD internal performance. However, high RPM

HDDs consume more power, generate more heat, and introduce more self-induced noises.

High sampling rate servo system also demands faster DSP speed, and reduces the formatting

efficiency. Trade-offs have to be made.
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1.2 Problems Description

The areal density of HDD is growing at an astonishing rate at about 100% annually.

Head/media technology is the most important enabling factor. Next, fast and accurate servo

system is required to follow the TPI increase trend. The servo system must maintain the

position of the read/write head on-track near the center of the target track in the following

mode, and achieve fast and quiet head seek from one track center to another in the seeking

mode.

Because of the different objectives in the seeking and the following modes, the

control algorithms are often different in the two modes. The overall servo system then

involves switches between algorithms. The scheme is referred to as mode switching control

(MSC) [24].

There are usually two major issues in the MSC seek controller design: 1) mode

switching conditions, and 2) velocity profiles.

Track seeking is required to be as fast as possible. Meanwhile, the transition from

the seeking to the following mode is also required to be smooth to minimize the residual

vibrations[65]. The vibrations may exacerbate the head settling, make the effective seek

time longer, and cause acoustics problems. A settling mode is often used in between to

smooth the transition.

The velocity reference profiles should utilize the full power, including the back

e.m.f. effects, for the velocity control of the head. The ideal case is that at the end of the

seek, the head velocity reaches zero, the head position is right above the target track center,

and the VCM current is also zero.
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The aforementioned two design requirements are very difficult to meet in MSC.

Proximate time optimal servo (PTOS) [24] is usually used to design the velocity profiles.

PTOS is based on a linear plant model of a rigid body. However, the plant is far more

complicated. There are pivot friction, flexible cable bias, resonance modes, back e.m.f.

effects, PA dynamics and saturation, electronic noises and power supply voltage variations.

Those make the pure inertia plant model over-simplified. As a result, the velocity profiles

and the mode switching conditions designed using rigid body model do not yield optimal

head settling.

In MSC, the velocity profiles and the switching conditions are usually designed

based on engineering experience, with a trial-and-error approach. Very often, conservative

deceleration profiles are used for a slow transition at the mode switches, at the expense of

the seek time.

The objective of the track following servo is to maintain the head along the track

center precisely. If there were no noise in the servo system, and no servo written-in errors,

the perfect tracking would happen and the PES would be consistently zero. Unfortunately,

there are many imperfections in reality. Self-induced noises such as air turbulences, disk

modes, and sensor noise are random signals by nature; servo written-in errors are deter-

ministic noises. These are the sources contributing to PES consisting of both random and

deterministic signals. The positioning accuracy or track mis-registration (TMR) is mea-

sured statistically in terms of the standard deviation σ of the PES. A typical specification

is that 3σ be less than 10% of the track width, and less than 15% when the drive is subject

to vibrations.
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Without the detailed models of the self-induced off-track sources, or TMR sources,

track following servo is traditionally designed heuristically in the frequency-domain. Some

key criteria include phase margin, gain margin and open-loop cross over frequency. The

design process usually begins before the real drives are built. Therefore, the time-domain

performance can not be evaluated until prototype drives are built and the servo firmware

is implemented. With the rapid increase in TPI and decrease in the time to market of

HDD products, performance prediction and optimization of the track following servo for

future products are desired and often crucial. However, these objectives have been difficult

to achieve, mainly due to the lack of the accurate TMR source models, and systematic

approaches to optimize the servo controller with various practical constraints.

1.3 Previous Research

IBM has been leading the research and development of the hard disk storage

technologies for a few decades. In 1973, the IBM 3340 disk storage unit, known by its

internal project name ”Winchester”, becomes the industry standard for the next decade.

The disk drive features a smaller, lighter read/write head and a ski-like design that enables

the head to fly closer to the disk surface on an air of film 18 millionths of an inch thick.

The areal density was about 1.7 MB per square inch, compared with today’s value at about

tens of GB per square inch. A summary of the magnetic recording technology, including

the servo technology, can be found in [45] and [46].

Franklin et. al. introduced the discrete-time track seeking servo for the hard disk

in [24]. Pao and Franklin also presented and refined the time optimal control (TOS) and
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Figure 1.7: IBM 3340 disk drive of 1973, known as the ”Winchester” drive.

the proximate time optimal control (PTOS) for the track seeking in [48], [49], [50] and [51],

.

2DOF control belongs to the category of model-based control. In [19] and [56],

Tomizuka presented an overview of the model based prediction, preview, and robust con-

trols for motion control systems. The importance of accurate mathematical models of the

controlled object and the disturbances was emphasized. He summarized that the overall

tracking performance of the system can be significantly improved by feedforward controls,

and the model-based adaptive and/or robust controls make it possible to realize high-

performance, robust motion control systems. [54] and [55] described his work on the design

of the digital tracking controllers, and introduced the zero phase error tracking controller

(ZPETC) to solve the unstable zero problems [6]. Umeno and Hori implemented 2DOF

control with disturbance observer (DOB) for the robust speed control of DC servomotors

[29] [58]. Lee and Tomizuka implemented 2DOF control with friction compensation in [40]

and [42]. Yi and Tomizuka investigated 2DOF control for mechanical system with flexible

structures in [70] and [71].

Ishikawa et. al. investigated the use of 2DOF control for the head positioning for
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low sampling rate sector servo HDDs [18]. A VCM model is used to derive the reference

model, and the seek times are shortened. Yi, Hara, Hara and Tomizuka implemented a new

reference generation method and a discrete DOB, as presented in [25], [72], and [73]. At the

same time, White, Smith and Tomizuka studied the implementation of DOB for the track

following controller in [62] and [63]; Ueda et. al. studied its implementation for flexible disk

drives in [57]. Discrete DOB and its implementation for other industry applications were

also discussed in [37] and [39].

Ishikawa used an accelerometer attached to the actuator to sense the pivot friction

torque to compensate for the nonlinear friction effects [36]. White and Tomizuka attached

an accelerometer on the disk drive base cover and implemented an adaptive feedforward

control to reject external vibrations [61] [60]. In addition, several other model based adaptive

friction compensation methods can be found in [5], [8], [13], and [17].

In 1995, Astrom and Wittenmark surveyed applications of adaptive control [7].

The only reference related to disk drive is [30] by Horowitz and Li. Their work on the

adaptive control for disk drive track following servo are detailed in [31], [32], and [33].

Adaptive robust control (ARC) and its implementation on machine tools were presented by

Yao, Al-majed, and Tomizuka in [66], [68], [69] and [67]. ARC differs from the conventional

adaptive control in that it integrates the model-based robust control with the adaptation,

and improves the adaptation speed.

The challenges to achieve high TPI were discussed in [9], [10], [16], [15], and [34].

White also examined the limitation of the TMR performance and the servo bandwidth due

to sampling frequency and computational delays in [64].
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The effects of disk modes on PES can be found in [44] and [35]. Abramovitch,

Hust and Henze published a series of paper ([1], [2], [3] and [4]) studying the TMR models.

The components level breakdown methods for TMR sources were presented. In [28], Ho Hai

locked the actuator to estimate sensor noise and disk modes. All these methods are based

on intrusive experiments where the drive cover must be at least partially opened. Lee and

Guo modeled the TMR source using only PES and inversion of the sensitivity function, and

lumped all the TMR disturbances at one location [41].

The repetitive controller used to attenuating repetitive disturbances was studied

in [43], [38] and [11] for the track following mode. The transient behavior of the repetitive

controller was investigated in [53].

TMR, seek and settle are the main criteria to evaluate the performance of a HDD

servo system. For MSC, initial value compensation (IVC) at the mode switches to improve

the settling was presented in [22] and [65]. Modified versions of PTOS have been used in

the disk drive industry [51]. Studies to improve HDD seek performance can also be found

in [52], [12], [23], [21], [20], [47], [27], [73], [72], and [25].

1.4 Contributions of this Dissertation

The contributions of this dissertation are as follows:

• Conventional MSC for the HDD servo system is often designed heuristically. The

abrupt control input changes associated with the mode changes may exacerbate the

settling of the R/W head. This dissertation proposes and implements 2DOF control

for the HDD servo system. The unified 2DOF controller is applicable to both track
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seeking and following modes, therefore making the mode changes in MSC unnecessary.

In the 2DOF control, feedforward control is combined with DOB or ARC to enhance

the servo performance.

• TMR source models have been difficult to characterize. This dissertation investigates

the key characteristics of each major TMR source and shows how to characterize

them. A simple method is derived to using only the raw PES data and servo system

models. The characterized TMR source models are then available for servo algorithms

development for HDDs with the same mechanical platform, i.e., same noise environ-

ment. They are also used later to optimize fixed-structure servo controllers for TMR

performance.

• The proposed 2DOF control structure contains three major components: the reference

generator, the feedforward controller, and the inner loop feedback controller. DOB

and ARC are used as the inner loop controller. Although some of these components

have been used in other industries, this is the first time for them to be integrated and

implemented in HDD servo systems.

• A new reference generation method is proposed for the 2DOF control structure. The

new reference profile is designed in two stages: off-line simulations to establish a base

reference table, and on-line adjustments using the SMART (Structural vibration Min-

imized AcceleRation Trajectory) technique[47]. Simulations and experiments demon-

strated that the 2DOF controller with this new reference generation method performs

better than the PTOS. The improvement is achieved mainly in the deceleration period

due to the use of back e.m.f . effects.
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• The effectiveness of DOB on track seeking is also validated by experiments using a

Fujitsu disk drive. The implemented DOB achieved smaller tracking errors and faster

seeks than the conventional PID controller. The effectiveness of ARC used for the

2DOF is also demonstrated by simulations.

• Conventional repetitive control and its constraints in HDD servo systems are dis-

cussed. A new position feedforward control using the servo sector RRO fields is

proposed. The simulations show that TPI can be increased by 30%.

• Traditionally, design of fixed-structure servo controllers is based on engineering ex-

perience and trial and error. A systematic TMR optimization for fixed-structure

controllers is proposed. The optimization is formulated to minimize the PES variance

in the frequency-domain. The DFT magnitude sequences of the TMR sources are

used as weighting sequences in the cost function. The noise environment is accurately

represented in the optimization, and the order of the servo controller is not increased.

• The proposed TMR optimization method is applied to a PID controller and a DOB-

based 2DOF controller. Physical intuitions of the tuning parameters are specially

emphasized. One of the optimization parameters is the open-loop crossover frequency,

also called open-loop bandwidth in HDD industry. The results show that an optimized

DOB-based 2DOF controller achieved better TMR performance than that of an opti-

mized PID controller. This is another advantage of the proposed 2DOF controller for

HDD servo systems.
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1.5 Outline of the Dissertation

The chapter has described the HDD servo system and related terminologies. The

issues in the servo design have also been discussed. Chapter 2 first presents the modeling of

the HDD servo system. TMR sources are discussed and their modeling based on raw PES

data is presented. Chapter 3 introduces and describes 2DOF control. The 2DOF controller

with a DOB is implemented for HDD in Chapter 4. Chapter 5 covers the conclusion and

the proposed research projects.
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Chapter 2

System Modeling

This chapter describes the modeling of HDD system. The design specifications

for HDD servo system are given in Section 2.1. Plant modeling is discussed in detail in

Section 2.2. TMR sources and the noise environment in which the servo system operates

are described in Section 2.3. The TMR sources include repeatable components, such as servo

written-in errors, and non-repeatable components, such as sensor noise, torque disturbances,

and disk modes. Techniques to identify servo written-in errors are described in Section

2.3.1. Characterization of the non-repeatable components in frequency-domain is presented

in Section 2.3.2, 2.3.3, and 2.3.4. This chapter is summarized in Section 2.4.

2.1 Servo Design Specifications

Commonly used deign specifications for HDD servo systems are listed as follows:

1. Minimal 5dB gain margin and 30◦ phase margin;

2. Asymptotic tracking of step position commands;
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3. Minimal transition time for track seeking;

4. Minimal TMR for track following.

Stability margins are covered in Criterion 1. Due to the mass production of disk

drive components, variation and uncertainties from the plant model are expected and must

be accounted for in the servo system design. The gain margin indicates how much loop

gain variation can be tolerated before the system falls into instability. The phase margin

determines the stability impact from phase loss caused by computation delay and high-

frequency actuator resonances. The margin values given in the specifications are typical

design objectives[64]. Criterion 2 concerns the ability to reject constant torque disturbances,

such as the bias torque from the flexible printed circuit (FPC). The seek and tracking

performance is reflected in Criterion 3 and 4, respectively.

2.2 Hard Disk Servo Plant Modeling

For a single stage actuator HDD, the plant consists of power amplifier (PA), voice

coil motor (VCM) and head stack assembly (HSA). The servo system is usually implemented

by a digital signal processor (DSP). The DSP processes PES, computes and generates

voltage command via a DAC. With the command, the PA controls the coil current and

torque to move the HSA.

The PA and the VCM models are shown in Fig. 2.1, in which HSA is modeled as a

pure inertia with resonance modes, and VCM is modeled by
1

Ls+R
. L is the coil inductance.

R = Rs+Rm. Rm is the coil resistance, and Rs is the current sensor resistance providing the

current information. Voltage u2 across VCM generates the coil current i. Torque T = Kti,
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Figure 2.1: An actuator plant model consists of voice coil motor (VCM), power amplifier

(PA), and head stack assembly(HSA). The PA itself is a closed-loop servo. PA saturation

is also modeled. Resonance modes include actuator lateral mode and suspension torsional

mode.
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where Kt is the torque constant. VCM voltage is also affected by the back e.m.f. voltage,

which is proportional to the coil velocity v. Keb = Kt. In the PA, an analog feedback loop

controls the VCM current i to follow the voltage command U . The PA op-amp is modeled

as a first-order system with a cutoff frequency ωpa with a very large gain Gpa. In practice,

the dynamics of PA is often ignored and substituted with a constant gain, given as follows:

i =
GpaclGop

Rs

U (2.1)

Gpacl and Rs are the determining parameters inside the feedback loop. Gop is the tuning

parameter outside the loop.

The dynamics of the PA is described as:

.
u1 = −ωpau1 + ωpaGpa

(
GopU −

Rs

Gpacl

i

)
(2.2)

.

i =
1

L
(sat (u1)−Kebv −Ri) (2.3)

Ignoring the PA saturation and back e.m.f. effect, the transfer functions from U(s) to i(s)

and v(s) to i(s) are given as follows:

i(s)

U(s)
=

GpaωpaGpaclGop

(s+ ωpa) (Ls+R)Gpacl +GpaωpaRs

(2.4)

i(s)

v(s)
=

−Gpacl(s+ ωpa)Keb

(s+ ωpa) (Ls+R)Gpacl +GpaωpaRs

(2.5)

Using the final value theorem, it is easy to show that the DC gains of Eqs. 2.4 and 2.5 are:
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Kpau =
GpaclGop

RGpacl

Gpa
+Rs

(2.6)

Kpav =
−KebGpacl

RGpacl +GpaRs

(2.7)

where Kpau is the DC gain from U to i, and Kpav is the DC gain from the HSA velocity v

to i. Usually Gpa is much larger than RGpacl, and Rs is small. In the ideal situation with

infinite Gpa and no op-amp saturation,

Kpau =
GpaclGop

Rs

(2.8)

Kpav = 0 (2.9)

In this case, the PA is modeled as a constant gain, and the back e.m.f. has no effect on the

current.

The parameters to model a HDD plant are shown Table 2.1, by example of a Fujitsu

SCSI HDDmodel M2954. The same drive is also used in [25] and [73]. The resonance models

listed in the table are simplified examples but typical for general HDD actuators.

Major HSA resonances include suspension torsional modes and actuator lateral

modes, which can be modeled as second-order systems. The first suspension torsional

mode, also referred to as butterfly mode at 2500 Hz, is shown in Fig. 2.2. The actuator

lateral mode at 3.4KHz is shown in Fig. 2.3. The phase loss caused by the lateral mode

imposes great challenges to increasing the servo bandwidth.

The pivot friction is a complicated nonlinear phenomenon. It is often simply

modeled as a linear resonance by a second-order system. Figure 2.4 shows HSA Bode plots
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Modeling Parameters Symbol Value

Track density TPI 6438.5 track/inch

Spindle speed RPM 7200 rev/Minute

Sampling time Ts 67.2 µs

Sampling rate Fs 14880Hz

Length from pivot center to head Larm 0.052 m

VCM coil resistance Rm 8.02825 Ω

Current sensor resistance Rs 0.4875 Ω

VCM coil inductance L 1.24× 10−3 H

Back e.m.f. Keb 8.976× 10−2 V s/rad

Torque constant Kt 8.976× 10−2 Nm/A

Moment of inertia J 5.957× 10−6 Kgm2

Closed loop PA gain Gpacl 0.8

PA op-amp gain Gpa 250

PA closed-loop gain adjustment Gop 0.56

Op-amp maximum voltage output Umax 9 V

Actuator lateral mode frequency fLM 3400 Hz

Suspension torsional mode frequency fTM 2500 Hz

Pivot friction resonance frequency fpf 50 Hz

Pivot friction damping coefficient ζpf 0.2

Table 2.1: M2954 plant parameters
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Figure 2.2: Suspension torsional mode at 2.5KHz with normalized DC gain.
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Figure 2.3: Actuator lateral mode at 3.4KHz with a normalized DC gain.
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with and without the linear model for the pivot friction. The pivot friction limits the

open-loop gain at low frequencies, and makes the system more susceptible to disturbances.
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Figure 2.4: Modeling pivot friction for HSA. Without the friction, the plant shows a double

integrator characteristics. A resonance mode at 50Hz is used here to model the pivot

friction.

Ignoring the resonance modes, the state-space equations describing the plant are:

.
y = v (2.10)

.
v = − (2πfpf )

2
y − 4ζpfπfpfv +

Kt

J
i

.

i =
1

L
(sat (u1)−Kebv −Ri)

.
u1 = −ωpau1 + ωpaGpa

(
GopU −

Rs

Gpacl

i

)

In general, not all high-frequency resonances can be ignored in the HDD servo de-

sign. Plant models with and without the lateral and the torsional resonances are illustrated
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in Fig. 2.5. The introduced phase loss by these resonances limit the potential to increase

the open-loop bandwidth.

The plant model (2.10) is already a fourth-order system without any resonance

model. Its order can be reduced by using the simplified PA model (2.1). The bandwidth

of PA is much higher than that of HSA. This holds true when the PA operates in its linear

mode during track following and non-saturated seeking. For the M2954 drive,
i(s)
U(s) and

i(s)
v(s)

are lowpass filters with cutoff frequencies higher than 10 KHz, and can be substituted with

constant gains given by (2.4) and (2.5). Ignoring the resonances and the PA dynamics, the

plant model is described as:

.
y = v (2.11)

.
v = − (2πfpf )

2
y −

(
4ζpfπfpf −KpavKt

)
v +

Kt

J
KpauU

The lateral and torsional modes can then be cascaded with the system of (2.11). Figure 2.6

shows Bode diagram comparison between plant models with and without the PA dynamics.

They begin to differ from about 4KHz. Because typical HDD servo bandwidth is less

than 1KHz, PA dynamics has little effects on the stability margins. Thus, the dynamics is

reasonably safe to be ignored during the initial stage of the servo design.

As mentioned before, the DSP generates analog voltage commands via a DAC,

which is modeled as a ZOH. Because the servo system is inherently discrete, the continuous-

time plant is discretized using the ZOHmethod for servo design and performance evaluation.

The transfer function of the ZOH is



28

10
1

10
2

10
3

10
4

10
5

10
6

-300

-200

-100

0

m
ag

ni
tu

de
dB

HSA model with (-) and without (--) lateral and torsional modes

10
1

10
2

10
3

10
4

10
5

10
6

-600

-400

-200

0

ph
as

e
(d

eg
re

e)

Frequency (Hz)

Figure 2.5: Plant model with and without lateral and torsional modes. Power amplifier

dynamics are included in both models. The resonance modes caused phase loss at high

frequency, in addition to that resulted from the power amplifier dynamics in both models.
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constant gain model. Difference beginning from 4KHz includes additional phase loss and

faster gain roll-off with power amplifier dynamics.
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Gzoh(s) =
1− e−Tss

s
(2.12)

where Ts =
1

Fs
is the servo sampling time. The sampling rate Fs is determined by the spindle

speed and the number of sectors per revolution, as shown in Eq. 1.2. The continuous- and

discrete-time plant models for M2954 are shown in Fig. 2.7.

The magnitude and phase change introduced by ZOH are

√

2−2 cosωTs

ω
and −

ωTs

2
,

respectively[24], where ω is the frequency in rad/s. The gain of the ZOH decreases as

it nears the Nyquist frequency, and the phase loss is proportional to the frequency. The

maximum phase loss is
π

2
or 90 degrees at the Nyquist frequency. As it can be seen from

Fig. 2.7, the magnitude impact is small enough that the ZOH is often modeled as a simple
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delay of Ts/2 [24]. Besides the resonances, the sampling frequency and the computation

delay also limit servo bandwidth. [64]
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Figure 2.8: Plant model during PA saturation. VCM current feedback loop has no effect

on the voltage applied across the its coil

Plant model during the power amplifier saturation is shown in Fig. 2.8. The

saturation commonly occurs during the acceleration phase of a long seek. In this case, the

maximum voltage is applied to the PA. Umax is the maximum op-amp voltage output. The

plant is completely different from that with the op-amp operating in its linear range. In

saturation mode, the PA current feedback loop has no effects on Umax.

For track following control, the PA operates in its linear range without saturation.

The PA bandwidth is usually ten times higher than servo bandwidth. As a result, for servo

design and TMR analysis, the PA dynamics is often simplified as a constant gain. However,

the it need to be included in the plant model for servo system performance evaluation.

The discrete-time system model is shown in Fig. 2.9. The plant model P
(
z
−1

)

is a ZOH equivalence of the continuous-time plant model given in Eq. 2.10 or 2.11 with
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Figure 2.9: Servo system model for track following.

resonance modes augmented. Discrete servo controller C
(
z
−1

)
is typically a PID or a state-

space controller. Sensitivity function S
(
z
−1

)
, closed-loop or complementary sensitivity

function T
(
z
−1

)
and disturbance transfer function D

(
z
−1

)
of the system are defined as

follows:

S
(
z
−1

)
=

1

1 + P (z−1)C (z−1)
(2.13)

T
(
z
−1

)
=

P
(
z
−1

)
C

(
z
−1

)

1 + P (z−1)C (z−1)
= 1− S

(
z
−1

)
(2.14)

D
(
z
−1

)
=

P
(
z
−1

)

1 + P (z−1)C (z−1)
(2.15)

The sensitivity function S
(
z
−1

)
is often referred to as the error rejection func-

tion; T
(
z
−1

)
is the closed-loop transfer function; and D

(
z
−1

)
is the disturbance transfer

function.

The Bode’s integral theorem for discrete-time systems was derived in [14]. It states

that for all closed-loop stable discrete-time feedback systems, the sensitivity function has
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Controller Gain Value

Kp 0.04

Kd 0.3

Ki 0.001

Table 2.2: M2954 controller parameters

to satisfy the following integral constraint:

m∑

i=1

ln |βi| =
1

π

∫
π

0

ln

∣∣∣S
(
e
jφ

)∣∣∣ dφ (2.16)

where βi are the open-loop unstable poles of the system, m is the total number of these

poles, and φ is the normalized frequency to make the Nyquist frequency π.

The HDD open-loop systems are always designed to be stable, i.e. m = 0,

∫
π

0

ln

∣∣∣S
(
e
jφ

)∣∣∣ dφ = 0 (2.17)

In the frequency region where
∣∣S
(
e
jφ
)∣∣ > 1, the noise is amplified, while in the region

where
∣∣S
(
e
jφ
)∣∣ < 1, it is attenuated. (2.17) implies that the total area under the sensitivity

function magnitude (in log scale) is zero. This is referred to as the waterbed effect, because

pushing down the sensitivity function in certain regions results in rising it up in some other

regions.

For illustration purpose, a typical PID controller with a cascaded notch filter is

used for track following with the M2954 plant model. The controller is given by:

CPID(z
−1
) = Kp +Kd

(
1− z

−1
)
+

Ki

1− z−1
(2.18)

and its gains are given in Table 2.2.
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The Bode diagrams of C(z−1) and P (z−1) are shown in Fig 2.10. The derivative

action at high frequencies adds phase lead to compensate the plant phase loss, and the

integral action increases the open-loop gain for low frequencies disturbance rejection. A

notch filter

CNF (z
−1) =

0.6145− 0.1603z−1 + 0.5038z−2

1− 0.2275z−1 + 0.1855z−2
(2.19)

is cascaded with the controller CPID(z
−1). The overall servo controller is

C(z−1) = CPID(z
−1)CNF (z

−1) (2.20)

Figure 2.10 shows the controller and the plant with resonance modes . The notch filter is

used to lower the gain caused by them. Bode diagrams and Nyquist plots of the open-loop

servo without the notch filter are shown in Figs. 2.11 and 2.12, respectively. Those with

the notch filter are shown in Figs. 2.14 and 2.13, respectively. Without the notch filter, the

open-loop gain exceeds 0 dB at the resonance frequency at 3.4KHz. Although the system

is still stable under the situation, the stability margin is reduced significantly. Comparing

Fig. 2.13 with Fig. 2.12, it can be seen that the Nyquist plots without the notch filter are

much closer to the critical point (−1, 0).

Also shown in Fig. 2.14 are the phase and gain margins. They are 5.6dB and

30.6◦, respectively. This meets the requirement on the servo stability margins stated in

Section 2.1.

The asymptotic tracking of a step position command requires a unit closed-loop

DC gain, or

T
(
z
−1

)
|z=1 = 1 (2.21)
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Figure 2.10: Bode diagrams of the controller and the plant for the Fujitus M2954 disk drive
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Figure 2.13: M2954 Nyquist plot with a notch filter in the controller
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It also implies that the constant torque disturbances be rejected. This requires:

D
(
z
−1

)
|z=1 = 0 (2.22)

Both (2.21) and (2.22) require infinite gain of the compensator at low frequencies. Typically,

an integrator is added to the servo loop to achieve it. The effect of the integral control is

demonstrated by comparing two servo designs for M2954: one uses a PID controller with

the parameters in Table 2.2, the other one uses a PD controller with the same parameters,

except Ki = 0. Both controllers use the same notch filter described in Eq. 2.19. The

resulted closed-loop transfer functions are shown in Fig. 2.15. Although it is hard to tell

the difference visually, numerical calculations show that the DC gain of T
(
z
−1

)
with the

PID controller has a unit gain, while that of the PD controller is 0.9892. Bode diagrams

of the sensitivity functions and the disturbance transfer functions are shown in Figs. 2.16

and 2.17, respectively. The comparison studies show that only the PID controller meets the

required design specification on the ability to reject constant disturbances.

HDD seek performance will be discussed in Chapter 4. TMR performance analysis

and evaluation require accurate TMR source models, which will be discussed in the next

section.

2.3 TMR Source Models

As explained before, the nominal model of a HDD plant can be analytically ob-

tained given its mechanical platform. However, the servo system consists of not only the

plant, but also the noise environment in which it operates. Without noise, perfect track

following would have been achieved. The noise environment is examined and characterized
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Figure 2.15: M2954 closed loop transfer function using PID and PD controllers
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Figure 2.17: M2954 disturbance transfer function for PID and PD controllers

in two steps in this section. The first is to conduct open-drive experiments to examine and

verify TMR source models, and the second step is to characterize the models from only raw

PES.

Off-track PES are typically measured in terms of their standard deviation σ. It

is usually required that 3σ be less than 12% of the track width under normal operating

condition, and less than 15% under vibrations. The requirement is called TMR budget.

There are two approaches to achieve the TMR budget, either by reducing the TMR at their

sources, or attenuating PES via the servo system. Reducing TMR at their sources often

require costly and time-consuming re-designs of mechanical platforms or electronics. The

servo design, usually involving only firmware changes, is always given a high priority for

meeting the TMR budget.
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Figure 2.18: Major TMR sources contributing to the on-track PES.

TMR components can be categorized according to three different criteria [16]: 1)

repeatable PES (RPES) with a fundamental spindle frequency content and its harmonics,

and non-repeatable PES (NRPES) with a broad band frequency contents; 2) Seek-TMR,

caused by residual mechanical vibrations after a seek, and on-track TMR, caused by noise

sources in the track following mode; and 3) externally-induced TMR, caused by external

shocks and vibrations, and self-induced TMR, caused by internal noise sources such as air

turbulences, sensor noise, and mechanical vibrations of the disks.

Accurate TMR source models are desired for new product TPI prediction and servo

performance evaluation. Without the models, the prediction and evaluation have to wait

for the new HDD prototypes and firmware. TMR sources can be experimentally identified

by direct measurement and/or analysis on their effects on PES ([1], [2], [3], [4], and [28]).

However, the required open-drive experiments are intrusive, costly, and time-consuming.

This makes it difficult to collect statistical information for accurate TMR source models.
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As shown in Figs. 2.18 and 2.9, major TMR sources are categorized into four major

components: servo written-in errors, disk modes, sensor noise, and torque disturbances.

The first three affect PES through the sensitivity function, and the last one through the

disturbance transfer function.

It has been noticed that the power spectrum of various TMR sources varies little

from drive to drive with same mechanical platforms. This motivates a method to charac-

terize the TMR sources based on only raw PES and a priori knowledge of the servo system.

TMR sources are first investigated through open-drive experiments. The results are used

to validate the proposed TMR source modeling method. The components breakdown pro-

cedures are presented along with the methodology development.

2.3.1 Process PES in Time-Domain and Frequency-Domain

This section discusses the methods to process PES in both time-domain and

frequency-domain. RPES is a deterministic value at each servo sector, and can be esti-

mated by the mean of the PES read from the specific sector. NRPES can then be obtained

by removing the RPES from the PES. It will show later in Fig. 2.21 that the NRPES can

be modeled as a zero mean Gaussian random process.

PES from a commercially available HDD are collected and processed to illustrate

the procedures. The drive has 120 sectors per track, and 20K TPI. The PES collection is

from one head at three locations at ID, MD, and OD. At each location, 8192 points PES

are collected 10 times. One collection (8192 points) of PES at OD are shown in Fig. 2.19,
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Modeling Parameters Symbol Value

Track density TPI 20000 track/inch

Spindle speed RPM 5400 rev/Minute

Sectors per rev Sector 120

Arm distance Larm 0.052 m

Back e.m.f. coefficient Keb 7.57× 10−2 V s/rad

Torque constant Kt 7.57× 10−2 Nm/A

Moment of inertia J 5.7× 10−6 Kgm2

Table 2.3: Drive model used for TMR analysis

in units of percentage of a track width.

Time-Domain Analysis

As introduced in Section 1.1.1, the PES contains deterministic RRO components:

RPES, and random NRRO components: NRPES. The first step to process PES is to deter-

mine RPES. As a part of the mechanical disturbances m (k) as shown in Fig. 2.9, the servo

written-in errors affect PES through the sensitivity function S
(
z
−1
)
.

In the first plot in Fig. 2.19, 68 revs of PES are overlaid on the 120 servo sectors.

RPES yr1 (n) for one revolution are given by:

yr1 (n) =

∑
Nr

k=1
y ((k − 1)Ns + n)

Nr

, n = 1, 2, ...,Ns (2.23)

where y (i) is the i
th point in the PES collection, Ns is the number of sectors per rev, and

Nr is the complete revs in the collection. yr1 (n) is shown in the second plot in Fig. 2.19.

Standard deviation of the estimation is also provided. RPES yr (k) can be obtained by

duplicating one rev RPES yr1 (n) to all other revs within the collection length N by:

yr (k) = yr1

(
mod

(
k

Ns

))
, k = 1, 2, ...,N (2.24)
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the mean value of PES over sector numbers, shown in the second plot. NRPES are extracted

and shown in the third plot.
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Figure 2.20: Typical servo writren-in time trace at three locations (OD MD ID)

The servo written-in errors can then be obtained by filtering RPES through the

inverse of the sensitivity function, described as:

rr(k) = S
−1
(
z
−1
)
yr(k), k = 1, 2, ..,N (2.25)

where rr(k) is the RRO TMR source at each sector k as shown in Fig. 2.20. If S
(
z
−1
)

contains unstable zeros outside the unit circle and direct inverse causes unstable system,

Zero Phase Error inverse discussed in Chapter 3 can be used.

NRPES ynr (k) is obtained by removing yr (k) from PES y (k), as follows:

ynr (k) = y (k)− yr (k) , k = 1, 2, ...,N (2.26)

ynr (k) is shown in the third plot in Fig. 2.19. Also shown in its last plot are the mean of
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ynr (k) at each sector and its standard deviations. The histogram of ynr (k) is shown in Fig.

2.21.

NRPES ynr (k) is modeled as a zero-mean and Gaussian-distributed random pro-

cess. Its variance Ry can be obtained by

Rynr =

∑
N

k=1
[ynr (k)− ymean]

2

N
(2.27)

where ymean = E [ynr (k)]. Usually, ymean should be small enough to avoid off-track bias

in the track following mode. Standard deviation of ynr (k) is defined as σynr =

√
Rynr

.

Three sigma value of the PES y (k), 3σy, is a standard to evaluate TMR performance. The

variance relationship between PES, RPES, and NRPES is given by:

Ry = Rynr
+Ryr

(2.28)
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where

Ry = σ2
y

Ryr
= σ2

yr

Rynr
= σ2

ynr

In terms of standard deviation:

σy =

√
σ2
yr

+ σ2
ynr

(2.29)

Frequency-Domain Analysis

Power spectrum of NRPES ynr (k) shows that it is a colored random process.

Figure 2.9 shows the how torque disturbances d (k), mechanical disturbances m (k), and

sensor noise n (k) affect NRPES in the track following mode. To characterize these TMR

sources, the frequency-domain contents of ynr (k) are first examined.

This dissertation uses discrete-time Fourier transform (DFT) to analyze signals in

frequency-domain. In DFT, the signals are represented as a superposition of complex sinu-

soids. The representation is intuitive for analyzing signals filtered through linear systems.

A linear system shapes amplitude and phase of signals passing it through, by its frequency

responses.

Collected PES y (k) is always a discrete sequence with a finite duration. Since it

is absolutely summable, it can be represented by a Fourier integral of the form

y (k) =
1

2π

∫
π

−π

Ȳ (e
jω
)e
jωk

dω (2.30)
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where Ȳ (e
jω
) is the Fourier transform of y (k)

Ȳ (e
jω
) =

∞∑
k=−∞

y (k) e
−jωk (2.31)

Equations 2.30 and 2.31 form a Fourier representation for y (k). The PES is

represented by a superposition of infinitesimally small complex sinusoids of the form:

1

2π
Ȳ (e

jω
)e
jωk

dω (2.32)

Equation 2.31 determines the frequency components of y (k) from −π to π, as shown in Eq.

2.30.

Since y (k) is a finite-duration sequence, discrete Fourier transform (DFT) can be

used to analyze its frequency components. DFT of a sequence can be regarded as a sampled

Fourier transform of the sequence. The DFT F̄y (k) of a causal sequence y (n) is given as

F̄y (k) =

N∑
n=1

y (n) e
−j2π(k−1)(n−1)

N , k = 1, 2, ...,N (2.33)

where N is the length of y (n). F̄y (k) is a complex number sequence of length N , and

represents sinusoids with magnitude
∣
∣F̄y (k)

∣
∣ at frequency k−1

N
Fs, where Fs is the sampling

frequency. Note that F̄y (k) has a periodicity N , y (n) can be represented by the inverse

DFT as

y (n) =
1

N

N∑

k=1

F̄y (k) e
j2π(k−1)(n−1)

N (2.34)

For real signals y (n) , F̄y (k) has a real and symmetric magnitude Fy (k) and anti-

symmetric phase. Thus, only the first half of F̄y (k) needs to be kept. The normalized DFT

F̄yn (k) is given by

F̄yn (k) =
2F̄y (k)

N
(2.35)
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where k = 1, 2, ...,M . When N is even, M = N
2
+1, otherwise, M = N+1

2
. From Eqs. 2.33

and 2.35, it can be derived that

F̄yn (1) =
1

N

N∑

k=1

y (n)

which is just the mean of y (n). Further investigations show that the magnitude of F̄yn (k),

denoted as Fyn (k), reflects the real magnitude of complex sinusoids at frequency
k−1
N
Fs. To

simplify the description in the rest of the dissertation, DFT refers to the normalized DFT

if not otherwise stated.

By definition, assuming y (n) has a zero mean, its variance is given as

Ry =

∑N
n=1 y

2 (n)

N
(2.36)

According to the Parseval’s relation,

∑N
n=1 y

2 (n)

N
=

∑N
k=1 S (k)

N
(2.37)

where S (k) is the power spectrum density (PSD) of y (n). PSD can be estimated using

Welch’s method[59]. The method uses the magnitude of the DFT, given by:

S (k) =
Fy (k)

2

N
, k = 1, 2, ...,N

In general, N is a very large number, and M can be approximated by
N
2
. Thus,

N∑

k=1

Fy (k)
2 = 2

M∑

k=1

(
Fyn (k)N

2

)
2

=
N2

2

M∑

k=1

F 2

yn (k) (2.38)



49

From Eq. 2.37, the variance of y (n) can be expressed as

Ry =

∑N
k=1

F 2
y
(k)

N

N

=

∑
N

k=1 F
2
y (k)

N2

=
1

2

M∑

k=1

F
2
yn (k) (2.39)

Standard deviation σy of y (k) can then be obtained from the normalized DFT Fyn (k):

σy =

√
∑

M

k=1 F
2
yn (k)

2
(2.40)

Figures 2.22 and 2.23 show the normalized DFT magnitude of RPES and NRPES,

and their average by root-mean-square (RMS). The average is used to reduce the estimation

errors.
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Figure 2.22: DFT magnitude of RPES
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Figure 2.23: DFT magnitude of NRPES. The RMS average results in smaller estimation
variances, and smoother mangnitude plots.

It can be approximated that theM-point DFT magnitude of a white noise sequence

is a constant when M is large, i.e., Fyn (k) = c, ∀ k. c relates to the standard deviation σ

of the white noise:

σ =

√
∑

M

k=1 Fyn (k)
2

2
=

√
Mc2

2
=

√
M

2
c (2.41)

c =

√
2

M
σ (2.42)

For a discrete-time linear system with frequency response H
(
e
−jω

)
,

F̄yo (k) = H

(
e
−j

(k−1)
M

ωs

2

)
F̄yi (k) , k = 1, 2, 3, ...,M (2.43)

where ωs
2

is its Nyquist frequency. F̄yi (k) and F̄yo (k) are the M -point DFT of the input
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and the output signals, repetitively, with their magnitude related by

Fyo (k) =
∣
∣
∣H

(

e
−j

(k−1)
M

ωs

2

)∣
∣
∣Fyi (k) , k = 1, 2, 3, ...,M (2.44)

Given the DFT of the output signals, the DFT magnitude of the input can be obtained by

Fyi (k) =
∣
∣
∣H

(

e
−j

(k−1)
M

ωs

2

)∣
∣
∣

−1

Fyo (k) , k = 1, 2, 3, ...,M (2.45)

2.3.2 Sensor Noise

This section discusses the frequency characteristics of the sensor noise and methods

to characterize it from the PES.

Sensor noise n (k) affects PES through the sensitivity function S
(
z
−1

)
, as shown in

Fig. 2.9. It is speculated that the high-frequency contents of the PES are mainly contributed

by sensor noise and disk modes. The transfer function from them to the measured PES

y (k), S
(
z
−1

)
, as shown in Fig. 2.16, exhibits a unit gain near the Nyquist frequency of the

servo system. The torque disturbances w (k) affect PES through the disturbance transfer

function T
(
z
−1

)
. As shown in Fig. 2.15, T

(
z
−1

)
rolls off at high frequencies. The effects

of the torque disturbances on the PES are therefore negligible near the Nyquist frequency.

Two experiments have been carried out to investigate the high-frequency spectrum

of the PES. The first experiment is a vacuum chamber test to verify that the sensor noise is

the major contributor to the high-frequency contents of the PES. The second one analyzes

burst readings and proves that the sensor noise come from the burst demodulation, and is

indeed white noise.

In the first experiment, a drive is placed inside a vacuum chamber, and the PES are
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collected under different air pressures at OD, MD, and ID. Their DFT magnitude near the

Nyquist frequency represents the signal power at the high frequency, and is shown in Fig.

2.24. The signal power comes from two possible sources: sensor noise and disk modes. The

sensor noise from media and electronics is not affected by the air pressures. The disk modes

excited by air turbulence, however, should decrease with the air pressures. In addition, if

the disk modes were major contributors, the high-frequency PES signal power should have

noticeable difference at ID, MD and OD.

Figure 2.24 shows that the high-frequency signal power has neither an obvious

decreasing trend with the air pressures, nor significant difference at ID, MD, and OD. The

results demonstrate that the disk modes have little effects on the high-frequency PES, which

is dominated by the sensor noise.

The second experiment is carried out to identify the source of the sensor noise, and

to examine their frequency characteristics. In the experiment, A- and B-burst readings are

first collected simultaneously during track following. After that, the repeatable components

caused by the burst defects and servo written-in offsets are removed from the readings.

The remained non-repeatable components of A- and B-burst are then summed with and

subtracted from each other, with the DFT magnitude of the results shown in Fig. 2.25.

Recall that in Eq. 1.1, PES is obtained from the burst readings at each servo

sector by

y = Kburst (va − vb) (2.46)

where Kburst is a constant gain. Sensor noise contaminate the burst readings va and vb as
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Figure 2.24: High-frequency floor of NRPES DFT magnitude v.s. air pressure in the disk

drive at ID, MD, and OD for one head. Difference among them are small, implying that

the disk modes have negligible effects on the floor.
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follows:

va = van + na (2.47)

vb = vbn + nb (2.48)

where van and vbn are the true burst readings, and na and nb are modeled as zero mean,

independent, Gaussian distributed white noise. As a result,

y = Kburst (va − vb)

= Kburst (van − vbn) +Kburst (na − nb) (2.49)

Note that van + vbn is a constant C,

Kburst (va + vb) = KburstC +Kburst (na + nb) (2.50)

(2.49) and (2.50) are key to the conclusions of the burst test experiment. Kburstva

and Kburstvb can be obtained simultaneously at each servo sector. Kburst (va − vb) is used

to construct PES, while Kburst (na + nb) is a constant plus the PES noise. Because the

variance of (na − nb) and (na + nb) are the same. The DFT of Kburst (na + nb) and that of

Kburst (na − nb) should also have the same magnitude.

Both Kburst (va − vb) and Kburst (va + vb) contain the burst noise Kburstna and

Kburstnb. The former is the PES itself, and the latter contains only the burst noise plus a

constant. The previous experiment has shown that the high-frequency contents of the PES

come from the sensor noise. Comparison of the DFT magnitude the PES and the burst noise

is shown in Fig. 2.25. It can be seen that the two indeed have the same magnitude near

the Nyquist frequency of the servo system. The burst noise dominates the high-frequency
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Figure 2.26: Identification of the sensor noise from PES and the sensitivity function.

contents of the PES, and therefore is the primary source of the sensor noise. The burst

noise also exhibits a flat frequency magnitude in all frequency, proving that the sensor noise

is indeed white.

Both the vacuum chamber and the burst test experiments support the following

conclusions:

1. The high-frequency contents of PES are dominated by sensor noise;

2. The sensor noise is mainly caused by the burst demodulation noise;

3. Sensor noise is white.
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Based on the conclusions, the sensor noise can be obtained by examining the

high-frequency contents of PES. Because the PES are easy to collect, simple but practical

procedures to identify the sensor noise can be established as follows:

1. Collect raw PES;

2. Identify RPES using Eq. 2.23, and obtain NRPES using Eq. 2.26;

3. Repeat procedure 1 and 2 several times and calculate the fixed-point DFT of each

NRPES trace;

4. Smooth the DFT magnitude plot by the RMS average;

5. Determine the high-frequency DFT magnitude c;

6. Use c and Eq. 2.41 to calculate the standard deviation σ of the sensor noise.

The procedures to identify the contributions of the sensor noise to the PES are

illustrated in Fig. 2.26. The DFT magnitude c of the sensor noise is first determined as

described before. Based on (2.43) and (2.44), the DFT of its contribution to the PES is

F̄ysn (k) = S

(
e
−j

(k−1)
M

ωs

2

)
c, k = 1, 2, 3, ...,M (2.51)

whereM is the DFT point, and S
(
e
jω
)
is the sensitivity function with a Nyquist frequency

ωs
2
. The standard deviation of the sensor noise contributions to the PES can be calculated

using (2.40), and is given as follows:

Fysn (k) =

∣∣F̄ysn (k)
∣∣ , ∀k (2.52)

σysn =

√∑M
k=1 F

2

ysn
(k)

2
(2.53)
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2.3.3 Torque Disturbance

This section uses an experiment to investigate the frequency characteristics of the

torque disturbance in the track following mode, shown as d (k) in Fig. 2.9. Using the PES,

the procedures to identify the torque disturbances are also presented.

To isolate the effect of torque disturbances from other noise sources, the servo

controller loop is opened and the position of the floating arm is measured using a laser

Doppler velorometer (LDV). Because there is no control input, the torque applied to the

floating arm comes only from the air turbulence and the pivot friction.

The experiment is carried out as follows:

1. Spin the drive at its nominal RPM, then unlatch the actuator arm;

2. Use the LDV to measure the position of the floating arm at the R/W head. This

measures the effect of the torque disturbances via the torque transfer function.

3. Latch the actuator arm to the magnetic stopper at ID;

4. Use the LDV to measure the head position again. This records the measurement

noise.

The DFT magnitude of the two position measurement are shown in Fig. 2.27.

The DFT of the position of the floating arm shows a characteristics of a rigid body with a

pivot friction resonance at 50Hz. The LDV measurement noise contaminated the position

measurement above 500 Hz. Also shown in Fig. 2.27 is the DFT magnitude of the response

to white noise of the nominal plant. It is adjusted to match that of the measured position.

The matching is very good below 500 Hz. At higher frequencies, the LDV measurement
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noise and the position measurement are not distinguishable. From this experiment, it can

be concluded that the torque disturbances can be modeled as white noise at least up to

500 Hz, aside from the deterministic constant torque bias caused by the air turbulence and

flexible print circuit. Although the behavior of the torque disturbances at high frequencies

can not be drawn from the experiment, it is assumed white at all frequencies.
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Figure 2.27: DFT of the position signal from a floating arm. Also shown are the system

measurement noise, and curve-fitted response using simple plant model with pivot friction.

This justified modeling torque disturbance as white.

NRPES has three major sources: sensor noise, torque disturbance, and disk mods.

In order to identify the torque disturbances through NRPES, the effects of the other two

sources on NRPES need to be removed. This is carried out in frequency-domain by two
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Figure 2.28: Disturbance transfer function frequency response with frequency and magni-

tude in linear scale.

steps. The first step is to obtain the DFT magnitude of the NRPES without sensor noise

contribution by

Fymd
(k) =

√
F 2
ynr

(k)− F 2
ysn

(k), ∀k (2.54)

where Fynr
(k) is the DFT magnitude of NRPES, Fysn

(k) is the sensor noise floor given in

(2.52), and k is the DFT point.

The second step is to remove the effect of disk modes on the NRPES. It will be

shown in the next section that disk modes are periodic in time-domain and therefore spikes

in the DFT magnitude plot. With the spikes removed, Figure 2.29 shows that the base-line

of Fymd
(k) has the same shape of the disturbance transfer function, as illustrated in 2.28.

In Figure 2.29, the torque transfer function magnitude is adjusted to match Fymd
(k). The

matching of the shapes validates the white noise model of the torque disturbances.
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The procedure to determine the standard deviation of the torque disturbance is

as follows:

1. Use the procedure described in Section 2.3.2 to determine Fysn
(k), the sensor noise

contributions to NRPES;

2. Remove the sensor noise contribution from Fynr
(k) using Eq. 2.54;

3. Smooth Fymd
(k) and obtain its base-line;

4. Adjust the magnitude of the disturbance transfer function to match the base-line of

Fymd
(k). The resulted curve, Fyd

(k), is the approximation of the DFT magnitude of

the NRPES solely contributed by the white torque disturbance. Its standard deviation

can be calculated using Eq. 2.40.

5. The gain used to adjust the disturbance transfer function is the constant DFT mag-

nitude of the white torque disturbance. Its standard deviation can also be obtained

using Eq. 2.40.

2.3.4 Disk Modes and other TMR Sources

Disk resonance modes are excited primarily by the air turbulence within HDDs.

The behavior is dominated by the disk’s material and geometry. 3.5 inch diameter disks

with 0.8 mm thickness, as shown in Fig. 1.3, are current industry standard for desktop

HDDs. The disk modes degrade the PES significantly, and are increasingly serious with

higher rotation speed and the TPI. [44]

Each disk vibration mode has m nodal circles and n nodal diameters [35], and
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is denoted as the (m,n) mode. (0, 0), (0, 1), (0, 2) and (0, 3) modes and their natural

frequencies are illustrated in Figs. 2.30, 2.31, 2.32, and 2.33, respectively.

Figure 2.30: (0, 0) disk mode at 608 Hz

Disk modes consists of all possible (m,n) modes. However, the above four modes

are the most significant TMR contributors. Superposition of these modes is shown in Fig.

2.34 to illustrate the disk vibrations. As the disk rotates, the vibrations generate periodic

traveling waves. The R/W head on the disk then encounters periodic displacement shift of

the fixed tracks on the disk. The effect is reflected in the DFT of the PES as the spikes

shown in Fig. 2.35.

The procedure to determine disk modes and other unaccounted-for TMR sources

is as follows:

1. Follow the procedures in Sections 2.3.2 and 2.3.3 to obtain Fynr
(k), Fysn

(k) and
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Figure 2.31: (0, 1) disk mode at 619 Hz.

Figure 2.32: (0, 2) disk mode at 729 Hz



65

Figure 2.33: (0, 3) disk mode at 1168 Hz

Figure 2.34: Superposition of PES from four contributing disk modes. This is an exagger-

ated illustration for disk vibration.
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Fyd
(k);

2. The effects of the disk modes and all other unaccounted-for TMR sources are obtained

by removing the sensor noise and torque disturbance floor from the NRPES DFT

magnitude, described as:

Fym
(k) =

√
F 2
ynr

(k)− F 2
ysn

(k)− F 2
yd
(k), ∀k (2.55)

Following the procedure, Fym
(k) of the example PES is shown in Fig. 2.35.
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Figure 2.35: DFT of disk modes. Sensor noise and torque disturbance are removed.

The DFT magnitude of the disk modes can be generated by

Fm (k) = S
−1 (k)Fym (k) (2.56)

Fm (k) for OD, MD, and ID are shown in Fig. 2.36. It can be seen that the energy of

the disk modes is concentrated below 500 Hz. This is why the error rejection function
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must have strong attenuations of low-frequency disturbances. Time-domain trace of the

disk modes can be obtained by the inverse DFT, and the results are plotted in Fig. 2.37.
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Figure 2.36: DFT of the disk modes and other unaccounted-for TMR sources. They are
concentrated below 500 Hz.

2.4 Summary

Servo design specifications were defined at the beginning of this chapter. HDD

servo system and TMR modeling were introduced. The TMR sources are categorized into

repeatable servo written-in errors, and non-repeatable sensor noise, torque disturbance, and

disk modes. Each of the four components was analyzed and characterized theoretically and

experimentally. Based on the results, practical procedures were developed to identify them

using only the raw PES.
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Figure 2.37: Time domain trace of the disk modes. OD has the largest variance while ID
has the smallest one.

The techniques to process PES in time- and frequency-domains were explained.

In the frequency-domain, the normalized DFT is used because its magnitude has the same

unit as the PES. The PES variance can also be calculated from it by Parseval’s relation.

The three components of NRPES were investigated by experiments. A simple

method was developed to model the TMR sources using the raw PES. The method is

validated by comparing the measured PES and the simulated PES, shown in Figs. 2.38 and

2.39, respectively. The latter is the PES output of the servo system with the modeled TMR

sources as inputs. There is only 1% difference in their variance caused by the estimation

errors of the noise base-line and the phase for the inverse DFT.
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Figure 2.38: Pie chart showing NRPES and RPES components in the measured PES.
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Figure 2.39: Pie chart showing contributions of TMR sources in the simulated PES using
the TMR models.
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Chapter 3

Two Degree of Freedom Control

System

This Chapter introduces the two degree of freedom (2DOF) control for HDD.

In Section 3.1, the conventional mode switching control is first introduced, followed by

the description of the 2DOF control. As shown in Fig. 3.4, the 2DOF control structure

consists of three major components: a robust feedback controller, a feedforward controller,

and a reference generator. These components are described in Sections 3.2, 3.3, and 3.4,

respectively. Summary of this chapter is given in Section 3.5.

3.1 Introduction

3.1.1 Conventional Mode Switching Control

The primary objective of the track following servo is to minimize the on-track

PES. For track seeking, the objective is fast seek from one track center to another. It is a



71

common practice to design two different controllers for these two modes, and to optimize

them based on the distinctive requirements. This approach is referred to as Mode Switching

Control (MSC), a popular scheme used in the current HDD servo systems. It is illustrated

in Fig. 3.1.

Seek servo

Plant
Following servo

Reference
command

SwitchSwitch

-+

Figure 3.1: Mode switching control servo structure.

For crash protection of the R/W head in case of a power failure, there is a maximum

coast velocity limit for the head. When the servo starts a long seek, the PA is first saturated

and the maximum voltage is applied to the VCM. When the head velocity reaches the coast

velocity with the maximum acceleration, the servo changes to the coast velocity control

mode. After the velocity reaches a predefined threshold, velocity control is used to follow

a predefined deceleration profile. Usually a PD controller is used for this purpose. When

the head moves close to the target track center, the track following controller is used. As

mentioned before, the following controller is typically a PID controller with notch filters.

An extra settling mode is often added to between the seeking and the following modes. In

this dissertation, the settling mode is ignored to simplify the MSC structure.

The deceleration velocity profile mentioned above is usually provided by a function



72

or a lookup table. The velocity changes with the remaining distance to the target track

center. Time optimal servo (TOS) can be used to design the profile based on the bang-bang

control theory [24]. However, the severe control input chatting associated with TOS makes

its implementation for HDD impractical. In practice, proximate time optimal servo (PTOS)

is used instead.

Proximate Time Optimal Servo (PTOS)

In PTOS, the velocity profile is calculated based on a rigid body plant model. By

defining the velocity profile v (p) as

v(p) = −sgn(p)
√
2a|p| − rt if |p| >

2r2
t

a
(3.1)

v(p) = −

a

2rt
p if |p| ≤

2r2
t

a
(3.2)

a profile function of the remaining seek distance p can be obtained [24] [51]. a, and rt

are maximum acceleration and the velocity offset, respectively. In this approach, the back

e.m.f . effect and the actuator bandwidth are not considered.

Improved PTOS

Improved PTOS considers the back e.m.f. effects. The velocity profile for accel-

eration is the same as that in PTOS. The difference is in the deceleration and the settling

period. The input voltage for the deceleration and the settling period is as shown in Fig.

3.2. The velocity profile is designed as follows:

1. Simulate the HDD plant model including the back e.m.f. in the continuous-time

domain for selected initial position and velocity combinations for deceleration;
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Figure 3.2: Control input voltage for velocity profile generation for the improved PTOS

2. Adjust the initial conditions (position and velocity) by iteration, repeat Step 1, and

save the initial conditions from which the servo system can reach zero velocity and

current simultaneously;

3. Use the initial conditions saved in Step 2, define the velocity-position relation in Fig.

3.3.

In this method, the input profile in Fig. 3.2 is determined by designer’s experience.

Figure 3.3: Velocity profile generation for the improved PTOS
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In the improved PTOS, the track seeking is conducted in the following procedures:

1. Apply the maximum input voltage for acceleration. The velocity of the head is shown

in the dashed line in Fig. 3.3;

2. When the head velocity (dashed line in Fig. 3.3) intersects with the velocity-position

profile (solid line) for deceleration, velocity control is used to follow the profile. Note

if the control input is changed at Point B in Fig. 3.3, an overshoot may occur due to

the current response delay. Therefore, the servo is switched to the deceleration mode

before the head reaches the velocity-position line (Point A). The head velocity will

gradually move toward the desired velocity profile;

3. When the head velocity reaches zero, switch the HDD servo from the velocity control

mode to the position feedback control mode.

In this approach, the design of the input voltage profile depends on the designer’s

experience, so does the velocity profile for the track seeking mode. Moreover, the velocity

profile is designed without considering the errors introduced in the discretization for the

digital HDD servo.

3.1.2 Motivation and Basic Structure of 2DOF Control

The primary motivation for 2DOF control is to solve the settling problems associ-

ated with MSC. 2DOF control structure used one unified servo. The unified controller does

not have the mode changes, and therefore avoids abrupt control input changes that may

exacerbate the settling.
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Figure 3.4: 2DOF control structure.

The 2DOF control structure is shown in Fig. 3.4. It has three major components:

1) robust feedback controller; 2) feedforward controller, and 3) reference generator. A

2DOF controller with DOB used for HDD servo is illustrated in Fig. 3.7, in which the three

components are:

1. A discrete DOB, in addition to the position loop controller C
(
z−1

)
;

2. A feedforward controller Gff

(
z−1

)
and a bias compensator;

3. A position reference generator.

The reference generator provides the desired position profile for track seeking. The

bias compensator is for compensating the pivot friction and the compliance torque from the

flexible printed circuit (FPC, see Fig. 1.2).
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3.2 Robust Feedback Control

In the 2DOF control, either a DOB [29] [19] or an ARC [69] can be used as the

inner-loop robust controller. Figs. 3.7 and 3.17 illustrate the implementations. The robust

controller is used to assure the servo system to have consistent behaviors even with unknown

plant dynamics and external disturbances. As a result, the robust controller also leverages

the advantage of feedforward control. The effectiveness of a feedforward controller is greatly

affected by the knowledge of the servo system.

The use of DOB or ARC in the inner-loop eases the position-loop controller design,

which is also based on the nominal plant model.

DOB and ARC are described in Section 3.2.1 and 3.2.2, respectively. Their effects

on the HDD servo system are simulated and compared in Section 3.2.3.

3.2.1 Disturbance Observer (DOB)

The introduction of DOB is separated into two parts in this section: the first part

describes the concept and analysis in continuous-time domain, and the second part discusses

the design issues in discrete-time domain. Further details about DOB can be found in [37],

[37], [39], [19], [58], and [56].

Continuous Time DOB Concepts and Analysis

DOB estimates the disturbance by subtracting known input from the estimated

total input to the plant. The total input is obtained by processing the plant output through

the inverse of the nominal plant model. The disturbance estimate can then be used to cancel
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the original disturbance. The continuous-time domain DOB structure is shown in Fig. 3.5.

An equivalent block diagram is shown in Fig. 3.6. In these figures, c is DOB input, u is

the control input, d is the system disturbance, n is the sensor noise, and y is the system

output. The nominal model of plant Gp(s) is given by Gn(s), which in general is a reduced-

order system approximating Gp(s). Q(s) is a low pass filter to make the DOB realizable.

Note that G−1n (s) in Fig. 3.6 may not be proper (i.e., the order of the numerator exceeds

that of the denominator). Q(s)G−1n (s) can be made proper with an appropriately selected

relative degree for Q(s). Q(s) is also tuned for disturbance rejection, noise attenuation and

robustness. It is referred to as the Q filter [58], given as

Q(s) =
(3τs+ 1)

(τs)3 + 3(τs)2 + 3τs+ 1
(3.3)

where τ is a adjustable time constant of the DOB. The following relations can be derived

from Fig. 3.6:

Gcy(s) =
Gp(s)Gn(s)

Gn(s) +Q(s)Gp(s)−Q(s)Gn(s)
(3.4)

Gdy(s) =
Gp(s)Gn(s) (1−Q(s))

Gn(s) +Q(s)Gp(s)−Q(s)Gn(s)
(3.5)

Gny(s) =
Gp(s)Q(s)

Gn(s) +Q(s)Gp(s)−Q(s)Gn(s)
(3.6)

where G
·y(s) denotes the transfer function from · to y.

It can be found that as Q(s) approaches 1 at low frequencies, Gcy(s) approaches

Gn(s) and Gdy(s) approaches 0. As Q(s) approaches 0 at high frequencies, Gny(s) ap-

proaches 0. Figure 3.6 shows that DOB closes a high gain inner loop around the plant at

frequencies where Q(s) ≈ 1. Assuming Gp(s) = Gn(s), from Fig. 3.6, it is easy to derive

that the sensitivity function for the DOB loop is 1−Q(s), and the complimentary sensitivity
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Figure 3.6: Alternative representation of the continuous-time DOB.

function is simply Q(s). The open-loop dynamics of the DOB loop is Q(s)/(1−Q(s)). To

ensure that the DOB loop is stable, the infinity norm of Q(s)∆(s) should be less than 1,

where ∆(s) is the multiplicative perturbation of the plant. i.e.

Gp(s) = Gn(s) (1 +∆(s)) (3.7)
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Figure 3.7: 2DOF Control with DOB

Discrete-Time DOB Implementation

In practice, the discrete-time DOB is implemented. A ZOH equivalent model of

the plant Gp (s), denoted as Gp

(
z−1

)
, is given by

Gp(z
−1) = Gpn

(
z
−1

) (
1 +∆(z−1)

)
(3.8)

Gpn

(
z
−1

)
=

z−dB(z−1)

A(z−1)
(3.9)

where Gpn

(
z−1

)
represents the nominal plant, and ∆(z−1) is the multiplicative uncertainty

term. ∆(z−1) is assumed to be a stable discrete-time transfer function. DOB compensates

the external disturbance d (k) by its estimate d̂l (k). Analogous to the continuous-time

case, the estimate is obtained by comparing the control signal u with the estimated input

synthesized by the inverse of the nominal model Pn

(
z−1

)
and the plant output y (k). The
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realizable inverse of the nominal plant is given as

Gpi

(
z
−1

)
=
B

(
z−1

)

A (z−1)
(3.10)

Note in Fig. 3.7, the delay z−d in Pn

(
z−1

)
is applied to u, instead of using time advance

zd in Pi

(
z−1

)
. If

B(z−1)
A(z−1)

possesses unstable zeros, the zero phase inversion technique [54]

can be used.

The transfer function from c to y is the synthesized plant model adjusted by the

DOB loop. It is

Gcy

(
z
−1

)
=

Gp

(
z
−1

)

(1 +Gp (z
−1)Gpi (z

−1)Q (z−1)− z−dQ (z−1))
(3.11)

Choices of Q filter and Gpn

(
z
−1

)
are the two primary factors in the DOB design. Gpn

(
z−1

)

does not have to be the nominal plant model. Because DOB affects mainly the low-frequency

range, higher-frequency resonances can be ignored in Gpn

(
z−1

)
. Gpn

(
z−1

)
and Gcy

(
z−1

)

using a pure inertia for the Fujitsu M2954 plant model are shown in Fig. 3.8. DOB adjusts

Gcy

(
z−1

)
to approximate Gpn

(
z−1

)
at low frequencies below 1KHz. Above the frequency,

Gcy

(
z−1

)
is almost identical to the real plant Gp

(
z−1

)
.

Note that there is still difference between Gcy

(
z−1

)
and Gpn

(
z−1

)
at low frequen-

cies. The difference is caused by the modelling errors of Gpn

(
z−1

)
from the real plant.

By choosing the nominal plant model Gpn

(
z−1

)
closer to Gp

(
z−1

)
at low frequen-

cies, the difference between Gcy

(
z−1

)
and Gpn

(
z−1

)
can also be reduced. When the pivot

friction is modeled in Gpn

(
z−1

)
(Eq. 2.11), the frequency responses of Gcy

(
z−1

)
, Gpn

(
z−1

)

and Gp

(
z−1

)
for the M2954 drive are shown in Fig. 3.9.

As shown in Fig. 3.7, the estimated lumped disturbance d̂l (k) includes the esti-

mate of d (k) as well as that of an equivalent disturbance due to modeling uncertainties. At
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low frequencies, DOB forces Gcy

(
z−1

)
to approximate Gpn

(
z−1

)
. Q(z−1) is selected to be

1 at low frequencies, and zero at higher frequencies. The bandwidth of the lowpass filter

Q(z−1) determines the overall performance of the DOB.
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The DOB based servo is shown in Fig. 3.11, in which the disturbance torque,

sensor noise, and disk modes are denoted as d (k), n (k), and m (k). Control input u (k) can

be expressed as a function of the measured position y (k) as

u (k) = Cp

(
z
−1
)
(r (k)− y (k))−Q

(
z
−1
) (
Gpi

(
z
−1
)
y (k)− z

−d
u (k)

)

= Cp

(
z
−1
)
(r (k)− y (k))−Q

(
z
−1
)
Gpi

(
z
−1
)
y (k) +Q

(
z
−1
)
z
−d
u (k) (3.12)
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Figure 3.11: DOB for HDD servo.

therefore

u (k) = −
Cp

(
z−1

)
+Q

(
z−1

)
Gpi

(
z−1

)
1− z−dQ (z−1)

y (k) +
Cp

(
z−1

)
1− z−dQ (z−1)

r (k) (3.13)

Define the overall feedback controller Cfb

(
z−1

)
as the transfer function from y (k) to −u (k),

and the feedforward term Cff

(
z−1

)
from r (k) to u (k), then

Cfb

(
z
−1
)

=
Q
(
z−1

)
Gpi

(
z−1

)
+Cp

(
z−1

)
1− z−dQ (z−1)

(3.14)

Cff

(
z
−1
)

=
Cp

(
z−1

)
1− z−dQ (z−1)

(3.15)

Equation 3.13 can be expressed as

u (k) = −Cfb (k) y (k) +Cff

(
z
−1
)
r (k) (3.16)
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Because

yt (k) = m (k) +Gp

(
z
−1
)
(d (k) + u (k))

= m (k) +Gp

(
z
−1
)
d (k) +Gp

(
z
−1
) (
−Cfb

(
z
−1
)
y (k) +Cff

(
z
−1
)
r (k)

)

= m (k) +Gp

(
z
−1
)
d (k)−Gp

(
z
−1
)
Cfb

(
z
−1
)
(yt (k) + n (k))

+Gp

(
z
−1
)
Cff

(
z
−1
)
r (k) (3.17)

the true position

yt (k) =
1

1 +Gp (z
−1)Cfb (z

−1)
m (k) +

−Gp

(
z−1

)
Cfb

(
z−1

)
1 +Gp (z

−1)Cfb (z
−1)

n (k)

+
Gp

(
z−1

)
1 +Gp (z

−1)Cfb (z
−1)

d (k) +
Gp

(
z−1

)
Cff

(
z−1

)
1 +Gp (z

−1)Cfb (z
−1)

r (k) (3.18)

By defining the open-loop transfer function as Gop

(
z−1

)
= Gp

(
z−1

)
Cfb

(
z−1

)
, the sensitiv-

ity function as S
(
z−1

)
=

1

1+Gop(z−1)
, the complementary sensitivity function as T

(
z
−1

)
=

Gop(z
−1
)

1+Gop(z−1)
, and disturbance transfer function as D

(
z
−1

)
=

Gp(z
−1
)

1+Gop(z−1)
, Equation 3.18 can

be expressed as

yt (k) = S
(
z
−1

)
m (k)− T

(
z
−1

)
n (k) +D

(
z
−1

)
d (k) +D

(
z
−1

)
Cff

(
z
−1

)
r (k) (3.19)

Note that the closed-loop transfer function from r (k) to y (k) is not T
(
z
−1

)
, because

the transfer functions from r (k) and −y (k) to u (k) are not the same. For a typical servo

structure as shown in Fig. 2.9, the control input u (k) is obtained by processing r (k)−y (k).

For a multi-loop feedback system in Fig. 3.11, both r (k) − y (k) and y (k) are processed

independently to generate the control effect.

To get more insight on the DOB structure, frequency responses of the following

four different controllers for M2954 are shown in Fig. 3.10:
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1. DOB based controller, with Q
(
z
−1

)
chosen as the discretized version of Q (s) (3.3),

with τ = 0.001. The pure inertia model without pivot friction is used as Gpn

(
z
−1

)
.

The position loop controller Cp

(
z
−1

)
uses the PID controller given in Eq. 2.18, with

the nominal gains Kd and Kp given in Table 2.2, and Ki = 0;

2. The same DOB based controller as in 1, except that the pivot friction mode is included

in Gpn

(
z
−1

)
.

3. The same PID controller as in 1;

4. The same PID controller as in 1, except Ki = 0. This make it a PD controller.

The same notch filter (2.19) is added to all the controllers.

Note in Eq. 3.14 that Q
(
z
−1

)
is approximately 1 at low frequencies and 0 at

high frequencies. Cfb

(
z−1

)
can be observed to have a high gain at low frequencies, and

approximate to Cp

(
z
−1

)
at high frequencies. Because of the low frequency high gain intro-

duced by DOB in the inner-loop, the integral control action is built-in. There is no need

for the position loop controller Cp

(
z
−1

)
to have an additional integral control action. This

argument is supported by the frequency analysis in Fig. 3.10. Note that in that figure, the

DOB based servo, either with a linear pivot friction mode or without, has a much higher

gain at low frequencies; the PID controller has a higher gain than that of the PD controller

at low frequencies. All the four controllers merge together at high frequencies.

Their sensitivity functions, servo open-loop transfer functions, and disturbance

transfer functions are shown in Fig. 3.12, 3.13, and 3.14, respectively. The DOB based

servo exhibits much higher attenuation ability at low frequencies, at which a large portion
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of the HDD servo TMR sources are concentrated.
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Figure 3.12: Sensitivity functions.

Due to the temperature variations and the R/W channel gain shifting, HDD servo

open-loop gain variations are common. Figure 3.15 illustrates the frequency responses of

the original plant and the perturbed plant with ±50% gain variations. DOB can be used to

solve the gain variation problems, with results shown in Fig. 3.16. The inner-loop system

Gcy

(
z
−1

)
(Eq. 3.11) is regarded as the synthesized plant for Cp

(
z
−1

)
.

3.2.2 Adaptive Robust Control (ARC)

An alternative robust controller used in the inner loop is ARC, which is illustrated

in Fig. 3.17. As in the DOB design, the objective of ARC is to synthesize a control input u

such that the resulting system from c to y behaves like its nominal model, even under the
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presence of the external disturbance d. Considering the simplified model of a HDD

J
..
y +B

.
y = u+ d (3.20)

we want

Jn
..
y +Bn

.
y = c (3.21)

where Jn and Bn are the nominal values of J and B, respectively. To gain insight about

the proposed ARC and its advantages, we assume that the variations of J and B can be

neglected in the design, i.e., J = Jn and B = Bn. Dealing with the bounded disturbance d

is emphasized in this design. Define a switching-function-like quantity p as

p =
.
y + λy −

1

Jn

∫
t

0

c(τ)dτ (3.22)

where λ = Bn

Jn
. Then

Jn
.
p = u+ d− c (3.23)

If
.
p = 0, then we have the desired relationship in (3.21). If all signals involved

are uniformly continuous, then p → 0 means
.
p → 0. Therefore, u could be synthesized by

feedback control such that p is as small as possible. Let the control law be

u = us + uf , us = −Kp, uf = c− F̂l − d̂l (3.24)

where K > 0, F̂l is any fixed bias compensation, and d̂l is the estimate of the lumped

uncompensated disturbance dl = d− F̂l. dl is bounded and can be assumed that

dl ∈ [dm, dM ] (3.25)
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where dm and dM are known constants. From (3.24) and (3.23), the p dynamics is

Jn
.
p+Kp = −d̃l (3.26)

where d̃l = d̂l − dl is the estimation error.

Equation (3.26) is a stable first-order system with respect to p with a bounded

uncompensated disturbance input d̃l if fixed d̂l is used. From

|p(∞)| ≤ d̃l(∞)/K (3.27)

p can be made as small as possible by increasing feedback gain K. The modeling uncer-

tainties are addressed by the robust feedback control. However in practice, K can not be

arbitrarily large. Once K is fixed, the final tracking error p, is proportional to the size of the

modeling uncertainty d̃l. In order to further improve performance, an adaptive algorithm

can be added to make a better estimate of the lumped disturbance d̂l. We can update d̂l

on-line by the following adaptation law

.

d̂l = {

0 if (d̂l = dM and p > 0) or (d̂l = dm and p < 0)

Γp otherwise

(3.28)

where Γ > 0 is the adaptation rate. It can be proven in the same way as in [69] that if

the disturbance is constant, the modeling uncertainty d̃l converges to zero and zero final

tracking error can be obtained for any feedback gain K. If dm < d̂l(t) < dM for all t, then

the error dynamics is

Jn
.
p+Kp+Γ

∫
t

0

pdt = dl (3.29)

Thus, the adaptation law can be interpreted as adding an integrator of p. Further remarks

on ARC can be found in [69], [67], [66] and [68].
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Modeling Parameters Symbol Value

Track to track pitch Ltrack 6.245 µm

Track density TPI 4067.4 track/inch

Spindle speed RPM 7200 rev/Minute

Sampling time Ts 80 µs

Arm distance Larm 0.052 m

VCM coil resistance Rm 4.9 Ω

Current sensor resistance Rs 0.715 Ω

Coil inductance L 0.637× 10−3 H

Back e.m.f. Keb 7.57× 10−2 V s/rad

Torque constant Kt 7.57× 10−2 Nm/A

Moment of inertia J 5.7× 10−6 Kgm2

Closed-loop PA gain Gpacl 0.5556

PA op-amp gain Gpa 20000

PA close loop gain adjustment Gop 0.2381

Op-amp maximum voltage output Umax 9 V

Actuator later mode frequency fLM 4000 Hz

Table 3.1: Plant parameters of the NEC drive

3.2.3 Simulation Comparisons

Comparisons of effectiveness of DOB and ARC through simulations have been

made using a NEC hard disk drive model. The plant model uses the structure illustrated

in Fig. 2.1, and parameters given in Table 3.1.

For comparison of the simulation results, the following performance index are used.

They are the average tracking performance index

L2[e] =

√∑
N

k=1
e2(k)

N
(3.30)
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in units of track, the maximum tracking error eM in track, the normalized control input

variations

L2 [∆u] =

√√√√ 1

N

N∑
k=1

[u(k)− u(k − 1)]2 (3.31)

and the control input chattering index

cu = L2 [∆u] /L2 [u] (3.32)

During the simulations of the NEC drive using either DOB or ARC, an uncom-

pensated bias 0.1V (equivalent to torque 0.0078 Nm) is present from the initial time at

t = 0 ms. An external shock 0.2V (equivalent to torque 0.0156 Nm) enters the control

input channel at time t = 5 ms. A white noise with a standard deviation 0.1 mV is applied

in the control input channel throughout the simulations.

Both ARC and DOB in the comparisons are designed in the continuous-time

domain, and then transformed into discrete-time domain for simulations.

In the ARC design, the feedback controller Gc (s) is designed to make the closed-

loop transfer function with a nominal plant model critically damped, and have a corner

frequency of 800Hz. K and Γ are chosen to make the dynamics described in Eq. 3.29

to have a bandwidth at about 800Hz. ARC controller designed in the continuous-time

domain is transformed into discrete-time domain using the forward euler approximation.

Considering the physical meaning of the bounds of the estimated disturbance, dM is set to

0.5 V olts and dm is set to −0.5 V olts.

In the DOB design, the Q filter is chosen as

Q(s) = (3τs+ 1)/
(
(τs)3 + 3 (τs)2 + 3τs+ 1

)
(3.33)
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D1 A1 D2 A2 D3 A3 D4 A4 D5 A5 D6 A6

eM .37 .15 .37 .16 .37 .16 .57 .27 .56 .39 1.23 .52
L2[e] .08 .04 .10 .04 .08 .04 .16 .07 .3 .29 .45 .32
L2 [∆u] .07 .07 .07 .07 .12 .19 .12 .15 .13 .13 .17 .18
cu .89 .98 .80 .85 .63 .63 .53 .58 .11 .11 .13 .17

Table 3.2: Comparison of DOB and ARC

where τ is set to make Q(s) have a time constant τ = 0.15 ms, therefore a bandwidth

at about 1200Hz. Q(s) is transformed into the discrete-time domain using the bilinear

transformation.

Simulations using ARC and DOB are performed for each of the following 6 cases.

Each of them contains a track seeking phase and a track following phase after the seek:

1. 1 track seek of the nominal plant;

2. 1 track seek of the perturbed plant with 20% gain variation.

3. 8 tracks seek of the nominal plant;

4. 8 tracks seek of the perturbed plant with 20% gain variation;

5. 1000 tracks seek of the nominal plant;

6. 1000 tracks seek of the perturbed plant with 20% gain variation.

Simulation results are summarized in Table 3.2. D and A stand for DOB and

ARC in the table, respectively. Their subscript number from 1 to 6 refers to the case

number listed above. For Case 1 and Case 2, simulation results are also shown in Figs.

3.18 and 3.19.
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The results show that both DOB and ARC (except for D6) assure tracking per-

formance with errors smaller than one track throughout the seek transient. Note that the

scales of the upper left plots (for DOB) are twice the scales of the upper right plots (for

ARC) in both Figs. 3.18 and 3.19. These figures show that ARC is about two times more

effective than DOB under the testing conditions. As we can see from Table 3.2, in Case 1,

the maximum tracking error is 0.37 track with DOB, while it is only 0.15 track with ARC.

The average tracking performance index L2[e] for ARC is also two times better than that

of DOB. When model uncertainties are introduced in Case 2, the ARC approach still does

better, with eM and L2[e] about one half of those of the DOB approach. The advantages

of ARC are also shown in Case 3 to Case 6, in terms of both eM and L2[e].

The simulation results demonstrated that under the testing external disturbances,

ARC is more robust and has achieved better performance. Compared with DOB, ARC can

handle larger parameter variations. It also offers more flexibility because of the presence

of the extra nonlinear robust control terms and the parameter adaptation to improve the

transient response and tracking performance. Anti-integration windup mechanisms are built

into ARC, so the control saturation problems are alleviated.

In the simulations, the velocity signal was assumed to be accessible for constructing

p in the ARC design (see Fig. 3.17). In actual hard disk drives, the velocity signal is not

directly measurable, and it has to be estimated. However, without requiring the velocity

signal, the DOB structure was easier to implement. So far, DOB has been successfully

implemented. The experimental results will be described in Chapter 4.
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Figure 3.18: Simulation results for Set 1

3.3 Feedforward Control

The feedforward control is another important element of the 2DOF control struc-

ture. Zero Phase Error Tracking (ZPET) [55][40] or model following control can be used

for the feedforward controller design. The controller is designed based on the closed-loop

system dynamics and the nominal plant model. DOB or ARC is used to take care of the

external disturbances and parameter variations.

ZPET is discussed in the Section 3.3.1. The model following control is discussed



97

0 0.005 0.01 0.015
-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3
Set 2, (1 track) using DOB

tr
ac

ki
ng

er
ro

r
(t

ra
ck

)

0 0.005 0.01 0.015
-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15
Set 2, (1 track) using ARC

0 0.005 0.01 0.015
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

time (s)

co
nt

ro
li

np
ut

(v
ol

t)

Set 2, (1 track) using DOB

0 0.005 0.01 0.015
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

time (s)

Set 2, (1 track) using ARC

Figure 3.19: Simulation results for Set 2

briefly in Section 3.3.2.

3.3.1 Zero Phase Error Tracking Feedforward Control

The feedforward controller shapes the desired output to compensate for the dy-

namic lag of the closed-loop system. For the low sampling rate systems such as the HDD

sector servos, feedforward control plays an important role in processing the reference profile

for the closed-loop controller. Let the closed-loop system be expressed as

Gclp =
z−dB(z−1)

A(z−1)
(3.34)
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where

A(z
−1
) = 1 + a1z

−1
+ a2z

−2
+ ...+ anz

−n
(3.35)

B(z
−1
) = b0 + b1z

−1
+ b2z

−2
+ ...+ bmz

−m
(3.36)

and z−1 = e−sT . z−1 may be interpreted as an one-step delay operator. Then refer to Fig.

3.7, assuming disturbance ̂Fl = 0 and d(k) = 0,

y(k) = −a1y(k − 1)− ...− any (k − n) + b0r(k − d) + ...bmr(k − d−m) (3.37)

If it is desired for y(k) to follow the desired output yd(k), the ideal feedforward controller

is the inverse of Gclp(z
−1

), i.e.

Gff (z
−1

) =
zdA(z−1)

B(z−1)
(3.38)

Assuming that yd(k) is known d steps in advance of y(k), the feedforward controller can be

implemented as

r(k) = −b0r(k)− ...− bmr(k −m) + y(k + d) + a1y(k + d− 1) + ...+ any(k + d− n)

= −b0r(k)− ...− bmr(k −m) + yd(k) + a1yd(k − 1) + ...+ anyd(k − n) (3.39)

Then the transfer function from yd to y is

Gff (z
−1

)Gclp =
zdA(z−1)

B(z−1)
·

z−dB(z−1)

A(z−1)
= 1 (3.40)

which implies y(k) = yd(k) under the ideal conditions.

Unfortunately, the ideal feedforward controller above can not be implemented when

B(z−1) possesses any zero outside the unit circle (unstable zeros). In this situation, the zero
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phase error tracking (ZPET) controller is used to implement the feedforward controller. To

introduce the idea of ZPET, the closed-loop transfer function is first written as

Gclp(z
−1

) =
z−dB+

(z−1)B−(z−1)

A(z−1)

where B−(z−1) contains all zeros outside of the unit circle, and B+
(z−1) contains all zeros

inside. The ZPET controller is [55]

GZPET (z
−1

) =
zdA(z−1)B−(z)

[B−(1)]2B+(z−1)
(3.41)

where B−(z) is obtained by replacing every z−1 in B−(z−1) with z.

The resulted transfer function from yd to y is

Gclp(z
−1

)GZPET (z
−1

) =
B−(z−1)B−(z)

[B−(1)]2
(3.42)

Note that the ZPET controller cancels the closed-loop poles, stable zeros, and the phase shift

due to unstable zeros. This transfer function in Eq. 3.42 has zero phase at all frequencies.

This means that it does not introduce any phase shift for sinusoidal inputs. In another

word, if the desired input has certain shape, its output will keep the shape unchanged.

3.3.2 Model Following Control

With the use of the robust controller ARC or DOB, the inner loop system behave

as the nominal plant at low frequencies, where the frequency contents of the track seeking

commands are concentrated. Using the nominal model of the plant in the reference gen-

erator, the desired control input ud can be synthesized for open-loop control as shown in
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Figs. 3.7 and 3.17. The track errors introduced by the modeling error are corrected by the

closed-loop servo.

This model following control technique is used in the experiments for the 2DOF

structure in the Fujitsu M2954 drive. The details are in Chapter 4.

3.4 Reference Generation

As shown in Fig. 3.4, 2DOF controller operates without the mode switches through

the simultaneous use of a robust feedback controller and a feedforward controller. TMR

performance for accurate track following is achieved by the robust feedback controller. Fast

and smooth track seeking is accomplished by the feedforward controller along with the

reference generator. It can be seen from Figs. 3.7 and 3.17 that the 2DOF control system

is a position tracking system. Performance requirements and velocity constraints during

the track seeking are all reflected in the position reference profile. This make the reference

profile a key element in the 2DOF control structure.

For MSC, the seeking velocity profiles are designed based on a rigid body (double

integrator) model. Such approaches did not consider the physical difference between the

acceleration and the deceleration. Back e.m.f., which behaves like the friction torque,

resists the movement of the actuator, and slows down the acceleration. It also reduces the

deceleration time. Reference generation model without considering the back e.m.f. is not

complete and therefore can not realize a smooth profile. Ishikawa, et al. [18] used a Voice

Coil Motor (VCM) model which includes the back e.m.f. effect. In [18], the eigenvectors

of the VCM model are used for designing the reference trajectories. Yi and Tomizuka [73]
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also proposed a reference design method using the same VCM model and additional off-line

simulation results.

The requirements for the reference generation for 2DOF control servo system is

listed in Section 3.4.1. One among them is to require that the reference profile have no

overshoot at the end of a seek. At that time, the head velocity and the VCM current

need to be zero simultaneously. To achieve this, a new method is proposed and developed.

Similar to the reference generation method presented in [73], the reference generator uses the

plant model with back e.m.f. effects. It is described in Section 3.4.2. The reference profile

is generated in two stages: the first stage is based on off-line simulations, and the second

stage uses an on-line reference generator together with a data table saved in the first stage.

These two stages are described in Section 3.4.4 and Section 3.4.3, respectively. In the second

stage, the idea of SMART (Structural vibration Minimized AcceleRation Trajectory) [47] is

utilized to adjust a seek profile. Comparisons of the new reference generation method with

the conventional PTOS for MSC are made by simulations and experiments. The simulation

results are presented in Section 3.4.5, and the experiments on the Fujitsu M2954 drive are

discussed in Chapter 4.

3.4.1 Reference Profiles Requirements

The requirements for the reference profiles for the 2DOF control structure include

the following:

1. It should generate aggressive profiles to decrease the seek time;

2. The profiles must be achievable by the actuator, considering the power amplifier sat-
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uration and its limited bandwidth;

3. The profiles should take advantage of the back e.m.f. effects to help the deceleration;

4. The profiles should be smooth enough not to excite high-frequency suspension reso-

nance modes;

5. The profiles should have no overshoot at the end of a seek;

6. The implementation should not be too complicated, considering the computing power

and memory constraints.

3.4.2 Reference Generator

To meet all of the above requirements for the reference profiles, a simple plant

model capturing the key characteristics of the real plant in the low frequencies is used as

the reference generator. The reference generator reflects the plant in the worst operation

conditions during saturation of the power amplifier. In that situation, the assumption

to model the power amplifier as a constant gain is invalid, and the overall servo system

is dictated by the bandwidth of the VCM admittance transfer function
1

Ls+R
. The back

e.m.f. effects are also included in the generator and utilized to decrease the deceleration

time. This reference generator provides the desired position profile for seeking, as well as

the desired velocity and current profiles for model following control.

The generator is shown in Fig. 3.20. In the continuous-time domain, its state

space equations are given as:
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.

xr(t) = Arxr(t) +Brur(t) (3.43)

xr(t) =

[
yr(t) vr(t) ir(t)

]T
(3.44)

Ar =




0 1 0

0 0 Kt

J

0 −

Keb

Lr
−

Rr

Lr




(3.45)

Br =




0

0

1

Lr




(3.46)

where yr (t) , vr (t) and ir (t) are the desired position, velocity and current, respectively; ur

denotes the control input. In Fig. 3.20, J , Kt, Keb, Lr, and Rr are the moment of inertia

of the actuator, the torque constant, the back e.m.f. constant, the coil inductance and the

resistance, respectively. Lr and Rr can be different from the real values for the track profile

performance tuning. Reference generator with a lower bandwidth of 1

Lrs+Rs
provides slower

position profiles. A reference generator without back e.m.f. is shown in Fig. 3.21.

1/(Lrs+Rr) Kt 1/J 1/s 1/s

Keb

ur(t)

+ -

ir(t) yr(t)vr(t)

Figure 3.20: Reference generator with back e.m.f.
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1/Rr Kt 1/J 1/s 1/s

ur(t) ir(t) yr(t)vr(t)

Figure 3.21: Reference generator without back e.m.f.

In the design of reference trajectories, the continuous-time model shown in Fig.

3.20 is converted to a normalized zero order hold equivalent. After the normalization, the

units of the position, velocity and current are track, tracks/sample, and the least significant

bit (LSB) value of the voltage command before DAC, respectively. The normalized reference

generator is given as

xrd(k + 1) = Ardx(k) +Brdurd(k) (3.47)

where k denotes the discrete-time instance, or the sample number.

Due to the memory constraints of the HDD controller, the reference trajectories

are designed in two stages. The first stage is based on off-line simulations, and the second

stage uses an on-line reference generator together with a data table saved in the first stage.

3.4.3 Stage One: Off-line Simulations

As pointed out in [52], there is no closed form expression for a voltage-constrained

deceleration velocity profile in terms of the remaining head travel distance to the target

track center. However, the profile and the reference trajectory can be numerically deter-

mined by off-line simulations. The results can be saved in a look-up table used later for
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Figure 3.22: Control input to the reference generator in the offline simulations

implementations.

As shown in Fig. 3.22, the reference generator is used in the following procedures

to create the look-up table:

1. Apply the maximum input voltage ur (k) = umax for acceleration;

2. If the velocity vr (k) reaches the safety limit vcoast, change the voltage to ur (k) =

Kebvcoast to maintain the speed;

3. When the sample number k reaches an pre-defined switching sample ksw, apply the

minimum input voltage ur (k) = umin for deceleration;

4. When the velocity vr (k) is decelerated to a pre-defined threshold value vset, set

ur (k) = 0 and let the current ir (k) decay at its natural time constant;

5. When the current ir (k) decays to a pre-defined threshold value, stop the simulation,

and save ksw and the final ir (k), vr (k), yr (k) and time tf ;

6. Change ksw in an iteration manner for all meaningful values, and repeat from 1 to 5.
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Profiles Initial boundary conditions Final boundary conditions

Position ysmart(0) = 0 ysmart(tf ) = yf

Velocity vsmat(0) = 0 vsmart(tf ) = vf

Current ismat(0) = 0 ismart(tf ) = if

Table 3.3: Trajectory boundary conditions to minimize seek-induced vibrations

7. The final position data yr (k) is saved in a look-up table for on-line reference genera-

tion, which will be presented in the next section.

3.4.4 Stage Two: On-line Trajectory Adjustment

SMART (Structural vibration Minimized AcceleRation Trajectory)[47] is obtained

by solving an optimal control problem for a double integrator plant. The performance index

is given by

Jsmart = min
usmart

∫
tf

t0

[
dusmart(t)

dt

]2
dt (3.48)

where tf comes from the look-up table obtained in the off-line simulations. By choosing

the plant as a double integrator, Equation 3.48 can be solved and the profile with certain

boundary conditions can be obtained. For the track seeking, the boundary conditions listed

in Table 3.3 must be satisfied. In Table 3.3, the final position yf , velocity vf , and current if

of SMART are calculated using the information in the same look-up obtained in the off-line

simulations. yf is the difference between yr (tf ) and the seek distance Yf ; vf = vr (tf ); and

if = ir (tf ).
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The SMART profile can be analytically obtained, and the SMART position ysmart,

velocity ysmart and current ismart can be expressed as in Eq. 3.49, 3.50, and 3.51, respec-

tively. For convenience of the implementation, time t is substituted by the discrete sample

index k in those equations.

ysmart(k) =
(
6yf − 3vfkf +

af

2
k
2

f

)(
k

kf

)5

+
(
−15yf + 7vfkf − afk

2

f

)( k

kf

)
4

+
(
10yf − 4vfkf +

af

2
k
2

f

)(
k

kf

)
3

(3.49)

vsmart(k) =

(
30yf

1

kf
− 15vf +

5af
2

kf

)(
k

kf

)
4

+

(
−60yf

1

kf
+ 28vf − 4afkf

)(
k

kf

)
3

+

(
30yf

1

kf
− 12vf +

3af
2

kf

)(
k

kf

)2

(3.50)

ismart(k) =
JKy

KtT
2
s

[

(
120yf

1

k2f

− 60vf
1

kf
+ 10af

)(
k

kf

)3

+

(
−180yf

1

k2f

+ 84vf
1

kf
− 12af

)(
k

kf

)2

+

(
60yf

1

k2f

− 24vf
1

kf
+ 3af

)(
k

kf

)
] (3.51)

where kf , Ky, and Ts are the final sample number, one track pitch angle in rad/track, and

the sampling time in second, respectively. The final current error if is converted to the unit
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of acceleration errors in track/sample2 by

af =
KtT

2
s

JKy

if (3.52)

In the track seeking mode, the controller is first given a specific seeking command:

a number of tracks Y . The final position yr (tf ) closest to Y can be found in the look-up

table, as well as the corresponding switching sample ksw, vr (tf ), ir (tf ). Using the switching

sample information, and the same reference generator in the off-line simulations to generate

the profiles on the fly during the track seeking. The profiles contains the same yr, vr, and

ir. At time tf , their values should be equal to those obtained from the look-up table.

By choosing the boundary conditions listed in Table 3.3,

yf = yr (tf )− Y (3.53)

vf = vr (tf ) (3.54)

if = ir (tf ) (3.55)

SMART profiles ysmart, vsmart, and ismart can be generated using Eqs. 3.49, 3.50, and 3.51.

The final adjusted profiles are

yrg = yr − ysmart (3.56)

vrg = vr − vsmart (3.57)

irg = ir − ismart (3.58)
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Note the final value of the profiles are

yrg (tf ) = Y (3.59)

vrg (tf ) = 0 (3.60)

irg (tf ) = 0 (3.61)

At a finite time tf , the reference velocity and current are equal to zero simultaneously. At

the same time, the reference position reaches the target track center.

In this reference profile generation method, the entire profiles of the position,

velocity and current trajectories are adjusted throughout the seeking time, instead of being

corrected only at the deceleration or settling time. Because the reference trajectories are

dynamically generated by the simple on-line calculations with assistance of a data table,

they are easy to implement on typical commercial HDDs within the limited computing

power and memory size constraints.

A reference profiles design example for the Fujitsu M2954 drive is shown in Figs.

3.23 and 3.24. Velocity profiles shown in Fig. 3.23 are the off-line simulation results used

in three cases: A) 300 track seeking; B) 2000 track seeking; and C) 5000 track seeking. In

these simulations, umax is 9.0V and umin is −9.0V for Case A. umin is −8.5V for Case B

and C. vcoast, vset, and iset are set to 37.5 tracks/sample, 5.0 tracks/sample and −0.03A,

respectively. Note that the end of these profiles are not zero due to the current influence

from the VCM model. Figure 3.24 illustrates the SMART adjustment for the velocity

profile. The boundary condition vf from the off-line simulation results is adjusted by the

SMART velocity profile vsmart by its superposition to the biased results, resulting in the

final velocity profile with a zero value at sample kf .
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Figure 3.23: Velocity profile obtained from the off-line simulation results

Figure 3.24: SMART adjustment of the velocity reference profile
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Figure 3.25: Comparison of simulated seek times for the proposed 2DOF control and PTOS,

using the NEC drive model.

3.4.5 Simulation Comparisons

Track seeking has been simulated using both the NEC drive model, given Table

3.1, and the Fujitsu M2954 drive model, given in Table 2.1.

For the NEC drive, simple PTOS method and the proposed new reference gen-

eration method are compared. The results are shown in Fig. 3.25, in which the dashed

lines are the seek time curves over the seek distance for MSC with the conventional PTOS

method introduced in Section 3.1.1, and the solid lines are the seek time curves for 2DOF

control structure with the new reference generation method. 2DOF control shortens the

seeking time by 0.5ms to 1.5ms. In the simulation, the bandwidth of
1

Lrs+Rr

in the reference

generator is set to 1.2kHz. The maximum voltage umax is 7.8V olts.

Simulation comparisons using the Fujitsu M2954 drive are made using three dif-
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Tracks Proposed method (simulation) PTOS (simulation)

300 5.03 5.65

2000 8.87 10.35

5000 13.98 15.79

Table 3.4: Comparison of seek times of the proposed 2DOF control and PTOS

ferent methods. The first is the proposed reference generation method, the second is the

improved PTOS method, and the third is the simple PTOS method. Three cases shown

in Fig. 3.23 are simulated and their seeking time are compared in Table 3.4. The seeking

end condition is defined as the time when the position error y ≤ 0.5µm for consecutive 20

servo samples. The results show that the proposed method has a shorter seek time than

the other two methods.

More complete comparisons are made by simulations using the proposed method

and MSC with the improved PTOS method. The results are given in Fig. 3.26. As seen in

the figure, the proposed method improves the seek time by 5% to 15%.

3.5 Summary

In this chapter, two degree of freedom (2DOF) control structure and its three major

components are described in detail. The unified 2DOF structure operates for both track

seeking and following, therefore making the mode changes in MSC unnecessary, therefore

avoiding the its abrupt control input changes and the resulted settling problems. Another

major benefit of 2DOF control is that many sophisticated feedforward control algorithms
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Figure 3.26: Comparison of seek times between the proposed 2DOF control and the im-

proved PTOS, using Fujitsu M2954 model.
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can be used together with the robust inner loop feedback controller. DOB and ARC for

the inner loop controller were presented and discussed. Their comparisons were made

by simulations. The feedforward control algorithms, including zero phase error tracking

control and model following control, were described. A new reference generation method

was proposed. The 2DOF control structure with the reference profile was shown to perform

better than MSC with PTOS. With the use of this new reference generation method, track

seeking time can be reduced. The improvement was mostly achieved in the deceleration

period due to the use of back e.m.f . effects.

Experimental investigations of 2DOF control and the effectiveness of its compo-

nents will be presented in the next chapter.
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Chapter 4

Applications to Hard Disk Drive

In the year of 2000, the single stage actuator servo is still dominating in the HDD

industry. The dual stage actuator servo system, with a PZT or a slider based actuator

attached to the suspension, is able to achieve a higher bandwidth and better TMR perfor-

mance than the single stage actuator servo system. However, it is still in the research and

development phase for most HDD companies. Its reliability, system integration cost, and

added complexity are among the most concerned issues for its implementation. Although it

has been projected that the dual stage servo will be introduced in commercial products for

a track density around 40K−50K TPI, it is still desired that the single stage servo system

may also handle such a TPI or even a higher one. Extending the TMR performance of the

single stage servo system is critical for sustaining the product road map as well as for the

timely introduction of the dual stage servo solutions.

Given a mechanical platform based on a single stage actuator, there are two major

issues in improving the TMR performance of its servo system. The first is the selection of
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the servo structure; and the second is the optimization of the servo TMR performance for

the specific HDD platform.

The 2DOF controller with DOB is implemented for a single stage servo system in

this Chapter. Its effectiveness is evaluated by experiments on a Fujitsu M2954 experimen-

tal setup. This setup is described in Section 4.1. The effectiveness of the new reference

generation and the disturbance observer (DOB) structure is evaluated in Sections 4.2.1 and

4.2.2, respectively. A new RRO compensation technique using the servo burst fields for the

feedforward control is introduced in Section 4.3.

For fair PES TMR performance comparisons, different servo structures have to

be fully optimized for the same mechanical platform and noise environment, under similar

stability and implementation constraints. This issue is addressed in Section 4.4. The op-

timization is conducted based on the fixed servo structure and the pertinent TMR source

models (Section 4.4.2). In Section 4.4.1, the optimization is formulated as a problem of

performance index minimization with constraints on the servo stability margins. The index

contains the sampled discrete-time domain servo transfer functions, and the corresponding

weighting sequences are obtained from the TMR source models. The optimization proce-

dures and results are given for the conventional PID controller and the proposed 2DOF

controller in Section 4.4.3. Finally, the chapter is summarized in Section 4.5.

4.1 Experimental Setup

Advantages of the new reference generation method and DOB are demonstrated

by experiments on a Fujitsu 4.3GB SCSI hard disk (model M2954). The same setup was
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also used in [26], [73], [25]. Modeling parameters for this drive are given in Table 2.1.

The M2954 drive used in the experiments is a commercial product. A Texas

Instrument TMS320C25 fixed-point DSP is used to implement its servo system. It was

found that there is little room for extra servo functions due to the on chip memory size

and the computing power. Existing servo and interface functions left little idle DSP time

between servo samples. It was not possible to test the entire 2DOF controller proposed in

this drive using its on-board DSP. For example, it takes approximately 100machine cycles to

implement the proposed reference generator, and another 100 machine cycles to implement

DOB or ARC. For the drive DSP, 100machine cycles equal the time of 10µs. Implementing

the whole 2DOF controller will use an extra 20µs, which is almost one third of the sampling

time Ts = 67.2µs. Nevertheless, it was found that more than 10µs but less than 20µs DSP

computing time is still available for extra tasks. Therefore, it is still possible to implement

and evaluate the proposed reference generation method and the robust feedback controller

separately, or once a time.

4.2 Experiments on Track Seeking Control

Because the 2DOF control structure is an unified servo structure for both track

seeking and following modes, the same controller applies to the two modes. The seeking

control in 2DOF control is initiated by the reference profile. For track following, the refer-

ence is simply zero. In the MSC approach, two different servo controllers work in the two

modes, with the transition instance determined by the R/W position and the estimated

velocity information. As mentioned before, the mode changes sometimes cause undesired
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Figure 4.1: Implementaion of the new reference generation method

PES oscillations, which make the settling of the R/W head difficult.

For the track seeking control, 2DOF control and MSC with the improved PTOS

method (Chap. 3) are compared experimentally. The Fujitsu M2954 is used as the testing

platform. As explained before, the new reference generation and the DOB based robust

feedback system are implemented and evaluated separately as described in the following

two subsections.

4.2.1 Implementation of the New Reference Generation Method

For 2DOF control using the new reference generation method, the overall control

system is shown in Fig. 4.1, in which yd, vd and id are the position, the velocity and the

current reference profiles, respectively. The reference profiles are derived using the proposed

method described in Section 3.4. The model following feedforward control input uff is

obtained by dividing the reference current id by the DC gain Ku of the power amplifier.

The observer provides the estimates of the head position and velocity based on the PES

measurement and control input u. The gains of the PID controller are chosen to achieve
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the open-loop crossover frequency at about 700 Hz. A bias compensator is also used to

compensate for the FPC tension disturbances.

For the MSC approach, the improved PTOS method described in Section 3.1.1 is

used.

Three cases of track seeking are implemented using both the new reference gener-

ation method and the MSC with the improved PTOS method. They are 1) 300 tracks, 2)

2000 tracks, and 3) 5000 tracks seeking. The off-line reference generation is shown in Fig.

3.23. The on-line reference generation is simulated in Section 3.4.5.

For fair comparisons, the same feedback controller is used for both approaches.

The experimental results are shown in Figs. 4.2, 4.3, and 4.4. The seek trigger is low when

the servo is in the seeking mode, and is high when the seek ends in the following mode.

The end of a seek is defined as the time when consecutive 20 samples position signals are

within 0.5µm near the target track center after a seek. It can been seen in these figures that

the position is settled without large overshoot in every case, and that the current in the

deceleration period has a larger value using the new reference generation method than that

using the MSC approach. This is due to the utilization of the back e.m.f. effects, which

shorten the seeking period.

The experimental results along with the simulation results in Table 3.4 are sum-

marized in Table 4.1 and Fig. 4.5. The new reference generation method has achieved

better seeking performance than MSC with the PTOS and the improved PTOS methods.
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Figure 4.2: 300-track seek comparison
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Figure 4.3: 2000-track seek comparison
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Figure 4.4: 5000-tracks seek comparison
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Tracks Proposed Improve PTOS Proposed PTOS

to seek (experiments) (experiments) (simulations) (simulations)

300 5.3 5.6 5.03 5.65

2000 8.9 9.23 8.87 10.35

5000 14.36 14.72 13.98 15.79

Table 4.1: Experimental and simulation comparison of seek times of the proposed 2DOF

control and PTOS
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4.2.2 Implementation of Disturbance Observer

The effectiveness of the robust inner loop feedback controller DOB for 2DOF

structure is also verified by experiment. As mentioned before, it was not possible to simul-

taneously implement the robust controller and the proposed reference generator. In order

to do a fair comparison with the conventional PID controller for the HDD servo, the same

simple reference profile is used for both the DOB based servo and the conventional PID

servo. Generated using the SMART technique[47], the profile is a fifth order polynomial

function of time t, with only three non-zero parameters associated with t
2, t3, and t

4, re-

spectively. Experimental results are shown in Fig. 4.6, in which the lower plot is for 1800

tracks seek using 2DOF control with DOB, and the upper one is using the conventional

PID servo. In both the plots, the first curve is the position error signal, the second one is

the current, and the third one is the seek command trigger signal. For the DOB design, a

second order low pass digital IIR filter is used as the Q filter, with its bandwidth chosen at

350Hz.

The experimental results shown in Fig. 4.6 demonstrated that the DOB in 2DOF

control structure has achieved smaller tracking errors and faster settling of the R/W head

than the conventional PID controller.

4.3 RRO Compensation

As introduced in Chapter 1, repeatable runout (RRO) PES is caused by the servo

written-in errors and disk slippage. Its frequency contents are concentrated at the fun-

damental frequency at the spindle speed and its harmonics. As seen in the PES TMR
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Figure 4.6: Experimental comparisons of 2DOF without DOB and with DOB
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sources pie charts in Figs. 2.38 and 2.39, RPES is a major TMR source (43% in variance

of the measured PES). In many cases, the RRO components make about half of the PES

in variance.

Naturally, the first solution to reduce the RPES should be the action applied to

its source: servo written-in errors. This is in fact the most popular approach in practice.

For high TPI disk drives, precision improvement of the servo-writers is required. Given

the PES TMR budget, there is an associated budget with the servo written-in errors. New

or improved servo-writers should meet the new budget requirement. However, it is often

costly to purchase or improve servo-writers in quantity for the massive production of hard

disk drives. As a result, it is desired to reduce the RPES using improved servo control

algorithms. Such a cost-effective approach involves only DSP firmware changes. It also

helps extend the life cycles of the expensive servo-writers.

As seen in Fig. 3.10, the integral action and the DOB structure increase the

open-loop gains at low frequencies, and can be used to reduce the RPES. If this is not

sufficient to meet the TMR budget, additional RRO compensation techniques, such as

the repetitive control, must be applied. The repetitive control is briefly introduced in

Section 4.3.1, as well as its adverse effects on the hard disk drive applications. A new RRO

compensation technique using the servo sector RRO field information is proposed in Section

4.3.2. Simulation results are also presented.

4.3.1 Repetitive Control

The internal model based repetitive control introduces poles at the fundamental

frequency and its harmonics of the repetitive disturbances to the servo open-loop transfer
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function. In the HDD servo systems, the effects of the disturbances on PES may be examined

by the sensitivity function. The repetitive controller reduces the gains of the sensitivity

function at the frequencies of the introduced poles, and minimizes the disturbances effects

at the repetitive frequencies.

Previous researches have demonstrated the effectiveness of the repetitive control.

However, it is still not widely used in the HDD applications, mainly due to its effects on

the NRPES and its implementation cost.

1. While the magnitude of the sensitivity function at the RRO frequencies is reduced, it

is magnified in-between.

2. The effectiveness of the repetitive controller depends on the time to identify the RPES

from the random NRPES. In general, their variance is abut the same, as shown in

Fig. 2.38. It usually takes serval revolutions to identify the RPES with an acceptable

accuracy. Previous researches have shown the effectiveness of the repetitive controller

for HDD in the steady track following mode. However, its transients behavior must

also be considered for the implementation. For example, the track to track seek time

of the 7200 RPM Fujitsu 2954 drive is 1 ms (The actual value is close, so is for many

other commercial HDD). The average latency (the time for half of the disk revolution)

and the longest possible latency time (the time for one full disk revolution) is 4.2 ms

and 8.4 ms, respectively. It is desired that the R/W head can operate on the data

stored on a track immediately after it seeks to the track and waits for the latency time,

which has an average of 5.2 ms, or in the worst case, 9.4 ms. It is not acceptable for

the servo to take several revolutions to learn the RRO patterns. Moreover, the RRO
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patterns are unique for each different track, so it is not possible to learn it once for

one track and use the pattern for the other tracks. Therefore, the learning process

has to be repeated for each track after the R/W head settles to it, taking the time

of several disk revolutions. This approach undermines the efforts to reduce the track

seeking time for improving the HDD data transferring rate.

3. Even in the steady following mode, the implementation of the repetitive control for a

complete cancellation of the RRO disturbances requires PES at all servo sectors on

a track to be stored in the DSP memory. The required number of the DSP mem-

ory registers is equal to the sector numbers, which is up to more than a hundred.

Compared with a typical PID controller plus notch filters usually taking less than 10

data memory registers to process the PES and generate control input, the repetitive

control is much more demanding on the computing hardware.

These adverse effects undermine the effectiveness of the repetitive controllers. This

dissertation proposes and evaluates a new method using the servo sector RRO fields for

position feedforward control to reduce the RPES. It is described in the following section.

4.3.2 Feedforward Control using Embedded RRO fields in Servo Sectors

Because servo sectors in one track do not generally form a perfect circle, only an

irregular pattern is available for the R/W head to follow. However, perfect tracking is not

possible due to the dynamics of the servo feedback system, and the noisy environment of

the drive operation. As mentioned in the previous section, the irregular pattern is unique

for each single track, and learning the pattern through the PES may take several disk
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revolutions. These can constrain the implementation of the internal model based repetitive

control for HDD during its operation.

It would be desired if the irregular pattern of the servo sectors could be learned

and saved within themselves on each track. As seen in Fig. 1.5, the RRO fields in the sectors

can be used to store such information. The servo written-in errors can be identified and

saved to these fields during the disk drive manufacturing process, or just before its shipment

to the market. The RPES identification, dynamic servo written-in errors estimation, and

simulation results of the methods are presented below.

RPES Identification

Let · (m,n) denote the value of · at nth servo sample in the mth revolution. m =

1, 2, ..,M . n = 1, 2, ...,NSector. NSector is the number of the servo sectors along one track.

Assuming y (m,n) asM revolutions of PES observation available for RPES identification, at

each sector n, y (m,n) consists of a deterministic value yr (m,n) plus a Gaussian distribution

white noise ynr (m,n), or

y (m,n) = yr (m,n) + ynr (m,n) (4.1)

yr (m,n) = C (n) (4.2)

where C (n) is a constant array, representing the constant RPES value at the nth sector.

The maximum likelihood (ML) estimate of yRRO (n) is the sample mean of the observations:

yre (n) =
1

M

m=M∑

m=1

y (m,n)

= C (n) +
1

M

m=M∑

m=1

ynr (m,n) (4.3)
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The estimation error is

yre (n) =
1

M

m=M∑

m=1

ynr (m,n) (4.4)

for the n
th sector. Based on the assumption that ynr (m,n) is a zero mean, Gaussian,

independent distributed white noise with its standard deviation equal to σnr, the standard

deviation of the estimation error yre (n) is given as

σre (M) =
σnr√
M

(4.5)

This equation gives a guideline for deciding how many revolutions of PES should be neces-

sary to estimate the PES RRO component.

Simulation results of the RPES estimation using the Fujitsu M2954 drive model

are shown in Fig. 4.7. For all the 124 sectors, the estimation errors show a decreasing trend

with the increase of the learning revolutions. Figure 4.8 shows the theoretical relationship

between the estimation errors, in terms of its standard deviation, and the number of the

learning disk revolutions. The relationship was also given in Eq. 4.5.

Dynamic Servo Written-in Errors Estimation

The purpose of the RPES identification is for the reconstruction of its source: servo

written-in errors, which affect PES through the servo sensitivity function. To reconstruct the

source, the inverse of the sensitivity function S
(
z−1

)
is used to filter the RPES estimation

yr (n), as given in Eq. 4.3. A proposed dynamic servo written-in errors estimation is

yTMR_RRO (NSector (m− 1) + n) = S
−1

(
z
−1

)
ŷr (m,n) (4.6)
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where m is the learning revolution, and ŷr (m,n) equals to yr (n) in Eq. 4.3 at the

m
th learning revolution. In order to shorten the processing time, the reconstruction of

the RRO TMR source is performed simultaneously with the estimation of the RPES. Fig-

ure 4.9 shows the simulation results of the RRO TMR source dynamic learning process

using the Fujitsu M2954 drive model. The initial oscillations of the estimation are caused

by the transients of the inverse dynamics of the sensitivity function, as well as the larger

estimation errors of the RPES at the initial revolutions. After the transients, the estimation

of the servo written-in errors is then saved to their corresponding servo sectors.

When the head reads PES from the servo sector, the written-in error information

in the sector is used to adjust the PES. The correction to the burst center mis-alignment is

then achieved.

If S
(
z
−1) contains unstable zeros or is not strictly proper, it can not be directly

inverted. In this case, the zero phase inverse technique discussed in Section 3.3.1 can be

used. Time advance zd introduced in the inversion can first be ignored during the estimation

of the written-in errors. When writing the results to the servo sectors, the delays can be

taken into consideration by shifting the saving locations of the results.

Simulations

The simulation of the position feedforward control using the servo sector RRO

fields are performed using the Fujitsu M2954 drive model. The TMR sources are re-sampled

time-domain traces obtained in Section 2.3. For the simulation, at the certain track at OD,

the PES RRO 3σ = 2.82 µinch, and PES NRRO 3σ = 2.55 µinch before the RRO fields
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position feedforward. The servo written-in errors learning period takes 30 revolutions. At

the 31st revolution, or from the sample number at 124 ∗ 30 + 1 = 3721, the feedforward

begins to correct the PES. The RPES 3σ = 1.66 µinch and PES 3σ = 2.35 µinch after the

feedforward. The potential TPI improvement is

(
1

2.35
−

1

3.04

)

1

3.04

=
3.04

2.35
− 1 ≈ 30% (4.7)
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Figure 4.10: Use RRO fields of servo sector to compensate for RRO. Results shown 30%

improvement on PES standard deviations.

4.4 Fixed-Structure Servo Optimization

For most commercial disk drive products, real time adaptive controllers have not

been well adopted in their servo implementation. HDD servo with a fixed-structure, such



135

as the typical PID controller with one or more notch filters, is still most popular because of

the following:

1. Fixed-structure servo is easier to implement. The relatively simple algorithms make

its parameter tuning intuitive and straightforward;

2. Fixed-structure servo can be well modeled as a linear system. The conventional and

powerful frequency-domain analysis tools can be used;

3. The uncertainties associated with the plant are not as many as those with the TMR

sources. Variations of some major parameters, such as the open-loop gain, can be

identified using simple drive calibration techniques. Although the time-domain trace

of the random TMR sources convey little meaningful information, their frequency

contents have been shown to have strong patterns in Chap. 2. There are still variations

of the frequency contents of the TMR sources among different drives, and different

zones on the same disk. For example, the power spectrum magnitude and the DFT

magnitude of the TMR sources are higher at OD than those at ID. For PES TMR

performance requirements, the worst case is always considered.

4. Stability criteria are easier to define in the frequency-domain for a linear fixed-

structure servo, using gain margin and phase margin of the open-loop transfer func-

tion.

Due to these listed concerns, a linear fixed-structure HDD servo is typically used.

Traditionally, the tuning of the controller parameters is based on trial and error, and the

success is relied on engineering experience and judgement.
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A systematic way to optimize a linear fixed-structure servo is proposed and de-

scribed in the following sections.

4.4.1 Problem Formulation

Note the PES variance Ry consists of the variance Rrro of RPES, Rsn of the sensor

noise, Rd of the torque disturbances, and Rm of the disk modes and other unaccounted TMR

sources, as

Ry = Rrro +Rsn +Rd +Rm (4.8)

According to Eq. 2.39,

Ry =

∑M
k=1 F

2

rro (k)

2
+

∑M
k=1 F

2

sn (k)

2
+

∑M
k=1 F

2

d (k)

2
+

∑M
k=1 F

2

m (k)

2

=
1

2

M∑

k=1

(
F
2

rro (k) + F
2

sn (k) + F
2

d (k) + F
2

m (k)
)

(4.9)

where Frro (k), Fsn (k), Fd (k), Fm (k) are the normalized DFT magnitude sequence of

the RPES, PES contributed by sensor noise, torque disturbances, and the disk mode plus

all other TMR sources, respectively. Their relationships with the DFT magnitude of the

contributing TMR sources are
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Frro (k) = FTMR_rro (k)S (k) (4.10)

Fsn (k) = FTMR_sn (k)T (k)

= csnT (k) (4.11)

Fd (k) = FTMR_dD (k)

= cdD (k) (4.12)

Fm (k) = FTMR_m (k)S (k) (4.13)

where S (k), T (k), D (k) are the frequency sampled magnitude sequence of the sensitivity

function, the complementary sensitivity function, and the disturbance transfer function,

respectively. Frro (k), Fsn (k), Fd (k) and Fm (k) have the same equally spaced frequency

sampling intervals. csn and cd are the DFT magnitude of the sensor noise and the torque

disturbances, respectively. These noises are modeled as white noises, as explained in Chap.

2. Eqs. 4.10 and 4.13 are also illustrated in Figs. 4.11 and 4.12, respectively.

The cost index for the servo TMR performance optimization is chosen as

J = min
C

σ
2

y = min
C

Ry (4.14)

where Ry is the PES variance calculated from the frequency-domain:

Ry =
1

2

M∑

k=1

((
F
2

TMR_rro (k) + F
2

TMR_m (k)
)
S
2 (k) + c

2

snT
2 (k) + c

2

dD
2 (k)

)
(4.15)

and C is the stabilizing servo controller with the required stability margins.

The servo TMR optimization problem has been transformed into a numerical min-

imization problem with some constraints. The objective is then to minimize the cost index
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Figure 4.11: Servo written-in errors affect PES through the sensitivity transfer function.
They are attenuated at low frequencies, but amplified at certain other middle frequencies
due to the Bode theorem effect.
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function J by varying a stabilizing servo controller C. The cost function itself has an in-

tuitive physical meaning: the variance of the PES calculated from the DFT domain. For a

fixed-structure servo controller C, its parameters are the tuning factors. DFT of the TMR

sources have been naturally used as the weighting sequences associated with the frequency

samples of the servo sensitivity function, the complementary sensitivity function and the

disturbance transfer function. Using the worst case at OD, these weighting sequences ob-

tained from the TMR sources are fixed and also have intuitive physical meanings related to

the power spectrums of the TMR sources. Unlike the common practice in H∞ optimal con-

trol, in which the noise models are approximated using linear models, the DFT magnitude

of the TMR noises are directly used as the weighting sequences. For H∞ optimal control,

the order of the linear weighting models is added to the final controller. For the servo

written-in errors and the disk modes, it is almost impossible to approximate their power

spectrum accurately using low order linear models. The proposed optimization method has

the advantage that the final controller structure is fixed and not affected by the weighting

sequences.

The optimization is performed directly in the discrete-time-domain. The optimized

digital servo controller is immediately ready to use. There are no modeling errors introduced

from the continuous to discrete conversion. It is also easy to obtain all the sequences used

to construct the cost function J in Eq. 4.14. Note that the stability margins should always

be satisfied during the optimization. For the servo asymptotic tracking requirement, an

integral action, or a disturbance observer should be used.
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4.4.2 Weighting Sequences

As described in Eq. 4.14, the cost function J uses the DFT magnitude of the servo

written-in errors, the sensor noise, torque disturbances, and the disk modes plus other TMR

sources. The methods to identify and construct them are presented in Chap. 2, in which a

commercial drive (see Table 2.3) is used for the illustration purpose. Time domain traces

and DFT magnitude of these TMR sources are obtained for the PES and the nominal model

of the drive servo system.

For the TMR performance optimization of the M2954 drive servo, the TMR sources

of the drive should be first identified so that their DFT magnitude can be obtained and

used as the weighting sequences in the cost function given in Eq. 4.14. However, it was

not possible to obtain the PES information in the digital format from the Fujitsu M2954

drive using the current available experimental setup and equipment. The available PES

information is the analog output from an on-board DAC. Without the servo sector index

output synchronizing the PES reading, TMR sources identification methods described in

Chap. 2 can not be used.

In order to evaluate and compare different control algorithms for the FujitsuM2954

drive, the same TMR source models and weighting sequences should be used. In this case,

the TMR source models obtained of the commercial drive described in Table 2.3 are used

for servo optimizations for the Fujitsu M2954 drive. Because their spindle speeds and the

sampling rates are different, the TMR source models used for the M2954 drive are derived

from the re-sampled time domain sequences of the available TMR sources. The re-sampled

time-domain sequences of servo written-in errors are given in Fig. 4.13. OD, MD and ID
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are shown. Their DFT magnitude plots are shown in Fig. 4.14. The standard deviation

and the DFT magnitude of the torque disturbances and sensor noise are constants and can

be obtained using Eq. 2.42. The DFT magnitude of the re-sampled time trace of the disk

modes and other TMR sources at OD are shown in the first plot in Fig. 4.12.

The worst case happened at OD is used to construct the weighting sequences for

the TMR optimizations of the M2954 drive servo systems.
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Figure 4.13: Time traces of servo written-in errors.

4.4.3 Procedures and Simulation Results

There are two equally important factors in designing the HDD following servo

controllers. One is the selection of its structure, and the other is the selection of the

parameters in the fixed-structure controller to meet the TMR and stability requirements.
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Figure 4.14: DFT of the servo written-in errors.

Therefore, before any controller optimization, its structure has to be carefully chosen and

studied. The frequency responses of the nominal PID, a PD, and two DOB based controllers

plus a notch filter for the FujitsuM2954 drive are shown in Fig. 3.10. As described in Chap.

2, the PD controller does not provide the asymptotic tracking ability, therefore it can not

be used alone as the following servo controller. However, the DOB based controllers with

the PD controller in the position loop have such tracking abilities.

In this section, two servo controllers for the Fujitsu M2954 drive are studied and

used for the TMR optimization. One is the nominal PID controller with a notch filter; the

other is the proposed 2DOF servo controller with a DOB structure in the inner feedback

loop and a PD controller in the position feedback loop.

Another purpose of the study is to further compare these two servo controllers.
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Although the experimental results in Section 4.2.2 have shown the advantage of the DOB

based servo, it was not certain that the DOB based servo and the original servo are all opti-

mized for the PES TMR performance. Only when these two controllers are fully optimized

can the comparison results based on TMR performance validly support the argument that

the DOB based servo outperforms the original PID servo.

Given these two fixed servo structures, the optimization problem formulated by

Eq. 4.14 is to search the parameter sets to minimize the cost function J . Although this

can be treated as a pure mathematical optimization problem, investigation and physical

intuitions of the servo system can help achieve the parameter optimization more efficiently.

PID Controller Parameter Set for TMR Optimization

Similar to that given in Eq. 2.18, the nominal PID controller is

CPID(z
−1) = Kp +Kd

(
1− z−1

)
+

Ki

1− z−1
(4.16)

which can be re-written as

CPID

(
z
−1
)

= Kp +Kd −Kdz
−1 +

Ki

1− z−1
(4.17)

= (Kp +Kd)

(
1−

Kd

Kp +Kd

z
−1

)
+

Ki

1− z−1
(4.18)

= Kl

(
1− az−1

)
+

Ki

1− z−1
(4.19)

where

Kl = Kp +Kd (4.20)

a =
Kd

Kp +Kd

(4.21)
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For the nominal controller, Kp, Kd, and Ki are given in Table 2.2. The reason to express

the PID controller in Eq. 4.16 as in Eq. 4.19 is because that the two parts in Eq. 4.19

have separate effects on the low and high frequencies. It can be seen from Fig. 4.15 that

the integral term (I term) Ki

1−z−1
dominates CPID

(
z−1

)
below 500 Hz, and the PD term

Kl

(
1− az−1

)
is dominating at higher frequencies. Figure 4.16 also shows the open-loop

transfer function with the I term and without it. The PD term Kl

(
1− az−1

)
affects the

stability margins, while the I term
Ki

1−z−1
affects the low frequency attenuation abilities.
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Figure 4.15: Bode diagrams of the PID controller.

The following well known qualitive properties can be quantified through the anal-

ysis of the PID controller:

1. the PD term Kl

(
1− az

−1
)
is used to lift the phase of the plant, and to achieve

the required stability margins. The shape of the open-loop transfer function at the
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crossover frequency, which is usually above 500 Hz, is therefore dominated by the PD

term Kl

(
1− az

−1
)
.

2. the I term
Ki

1−z−1
dominates the PID controller CPID

(
z−1

)
at low frequencies. It is

used to raise the gains of the open-loop transfer function for higher attenuation of

the low frequency noises, pivot friction torque, and asymptotic tracking ability of the

servo.

To further investigate the effects of the PD term to the overall servo system, the

Bode diagrams of
(
1− az−1

)
are shown in Fig. 4.17, in which their phase and magnitude

determined by the parameter a are plotted. As a increases from 0 to 1,
(
1− az−1

)
lifts

more and more phase, and raises its gain at high frequencies. Denoting fm in Hz as the

frequency where the filter achieves the maximum phase, its normalized frequency θm (with
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the Nyquist frequency equal to π) is

θm =
2πfm

Fs
(4.22)

where Fs is the sampling frequency in Hz. Suppose the frequency ω is in rad/s and the

sampling time Ts =
1

Fs
, by defining θ = ωTs

1− az
−1

= 1− ae
−jθ (4.23)

= 1− a cos θ + aj sin θ (4.24)

The phase Φ of
(
1− az

−1
)
is related to frequency θ in radian by

tanΦ =
a sin θ

1− a cos θ
(4.25)

The following equation holds true at θm

d tanΦ

θ
|θm = 0 (4.26)

Because

d tanΦ

θ
=

d

dθ

(
a sin θ

1− a cos θ

)

=
a cos θ − a

2

(1− cos θ)
2

(4.27)

it can be solved from Eqs. 4.26 and 4.27 that

θm = cos
−1

(a) , where a ∈ [0, 1] (4.28)

and the maximum phase which can be achieved is

Φm = tan
−1

(
a√

1− a2

)

= sin
−1

(a) (4.29)
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Eqs. 4.28 and 4.29 can be used to determine where the PD term Kl

(
1− a−1

)

achieves the maximum phase Φm and the value of Φm. Kl only affects the magnitude of

the controller in the frequency-domain, and does not affect the phase.

According to Eqs. 4.20 and 4.21, a and Kl are uniquely determined by Kp and

Kd. Therefore, Kl, a, and Ki, instead of Kp, Kd, and Ki, can be used as the parameter

optimization set for TMR performance. The advantage is the better intuition associated

with the new set in the frequency-domain. Kl affects the magnitude of the controller, and

a determines the controller shape and phase at high frequencies (normally above 500 Hz);

Ki only affects the controller at low frequencies (normally below 500 Hz), and has little

effects on the stability margins.

To make the optimization process and results even more intuitive and presentable,

we can further convert the parameter optimization set to the open-loop crossover frequency

fco in Hz, a, and Ki. Given the fixed plant model Gp

(
z−1

)
, at the open-loop crossover

frequency ωfo = 2πfco in rad/s,

∣∣Gp

(
e
−jωcoTs

)
CPID

(
e
−jωcoTs

)
Cnotch

(
e
−jωcoTs

)∣∣ = 1 (4.30)

therefore

∣
∣
∣
∣

Ki

1− e−jωcoTs
+Kl

(
1 + ae

−jωcoTs
)
∣
∣
∣
∣
=

∣
∣Cnotch

(
e
−jωcoTs

)
Gp

(
e
−jωcoTs

)∣
∣
−1

(4.31)

Note the right hand of the Eq. 4.31 is constant. Given fixed a, Ki, and fco, Kl can

be uniquely determined. If
Ki

1−e−jωcoTs
and

(
1 + ae

−jωcoTs
)
are fixed complex variables,

Equation 4.31 can be expressed as:
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∣
∣Ī +KlD̄

∣
∣ = K (4.32)

where K =

∣
∣Cnotch

(
e
−jωcoTs

)
Gp

(
e
−jωcoTs

)∣
∣−1, Ī =

Ki

1−e−jωcoTs
= Ir + jIm, D̄ = 1 +

ae
−jωcoTs = Dr + jDm. Because

∣
∣Ī +KlD̄

∣
∣2 =

(
D

2

r +D
2

m

)
K

2

l + 2(IrDr + ImDm)Kl + I
2

r + I
2

m = K
2

(4.33)

Kl can be determined from

∣
∣D̄

∣
∣2K

2

l + 2(IrDr + ImDm)Kl +

∣
∣Ī

∣
∣2
−K

2
= 0 (4.34)

The above analysis proves that Kl can be uniquely determined by fco, Ki, and a,

if the notch filter Cnotch

(
z
−1

)
is fixed. Therefore, the parameter optimization set of the

PID controller can be converted to fco, a, and Ki. This gives intuitive meanings to servo

engineers in the disk drive industry, where the servo open-loop crossover frequency fco is

quoted as the ”bandwidth” of the system and used as one of the major servo performance

criteria. With fco being fixed, a determines the shape of the controller and affects both

gain and phase margins. Ki is still dominating the low frequency performance as described

before.

Disturbance Observer Based Servo Parameter Set for TMR Optimization

For the disturbance observer based controller described in Chap 3, a PD controller

is used in the position loop. It is

CPD

(
z
−1

)
= Kp +Kd −Kdz

−1 (4.35)

= Kl

(
1− az

−1
)

(4.36)
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Same as in Eqs. 4.20 and 4.21, Kl and a are determined by Kp and Kd. As described in

Eq. 3.14, the overall controller for the servo (except the same notch filter used in the PID

control) is

CDOB+PD

(
z
−1

)
=
Q

(
z
−1

)
Gpi

(
z
−1

)
+CPD

(
z
−1

)

1− z−dQ (z−1)
(4.37)

where Q
(
z
−1

)
is the discretized version of Q (s) given in Eq. 3.33. The only parameter to

tune for the DOB structure is its time constant τ ; Gpi

(
z
−1

)
is the inverse of the nominal

plant. Anatomy of the controller in the frequency-domain is shown in Fig. 4.18, in which

the frequency responses of the two components of CDOB+PD
(
z
−1

)
:

Q(z
−1)Gpi(z−1)

1−z−dQ(z−1)
and

CPD(z−1)
1−z−dQ(z−1)

are plotted as Curves 1 and 2, respectively. The frequency responses of their

summation CDOB+PD

(
z−1

)
is plotted as Curve 3. Curve 2 and 3 are almost overlapped.

Curve 1

(
Q(z−1)Gpi(z−1)
1−z−dQ(z−1)

)
has significantly smaller gain, and therefore has little effects

when added to the Curve 2

(
CPD(z−1)

1−z−dQ(z−1)

)
. Further insights can be obtained by breaking

Curve 2 into two multiplicative parts: CPD

(
z−1

)
= Kl

(
1− a−1

)
and

1

1−z−dQ(z−1)
, whose

frequency responses are plotted as Curve 4 and 5, respectively. As described in Chap. 3 and

shown in Fig. 4.18, Curve 5
(

1
1−z−dQ(z−1)

)
approximates to 1 as the magnitude of Q

(
z−1

)

rolls off at higher frequencies (above 200 Hz). As a result, the product of Curve 4 and 5

is determined by the PD controller CPD
(
z
−1
)
. Q

(
z
−1
)
approximates to 0 with decreasing

frequencies, resulting in the high gains of Curve 5

(
1

1−z−dQ(z−1)

)
at low frequencies. The

product of Curve 4 and 5 is the Curve 2

(
CPD(z−1)

1−z−dQ(z−1)

)
..

From the above analysis, we can conclude that for the DOB+PD controller,

1. CPD

(
z−1

)
determines the controller shape at high frequencies above 200Hz, therefore
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152

determines the phase and gain margin of the servo system;

2. The Q
(
z−1

)
filter in the DOB structure determines the low frequency shape of the

controller. It has little effects on the stability margins;

3. Because the only parameter in the Q filter design is its time constant τ , the parameter

set for PES TMR performance optimization can be chosen as τ , Kl, and a.

At the crossover frequency ωco = 2πfco

∣∣Gp

(
e
−jωcoTs

)
CDOB+PD

(
e
−jωcoTs

)
Cnotch

(
e
−jωcoTs

)∣∣ = 1 (4.38)

from Eqs. 4.36 and 4.37,

∣∣∣∣∣
Q

(
e−jωcoTs

)
Gpi

(
e−jωcoTs

)
+Kl

(
1− ae

−jωcoTs
)

1− e−jdωcoTsQ (e−jωcoTs)

∣∣∣∣∣

=
∣∣Cnotch

(
e
−jωcoTs

)
Gp

(
e
−jωcoTs

)∣∣−1 (4.39)

therefore

∣∣Q
(
e
−jωcoTs

)
Gpi

(
e
−jωcoTs

)
+Kl

(
1− ae

−jωcoTs
)∣∣

=

∣∣∣Cnotch

(
e
−jωcoTs

)
Gp

(
e
−jωcoTs

) (
1− e

−jdωcoTsQ
(
e
−jωcoTs

))∣∣∣
−1

(4.40)

Given fixed τ , fco and a, Equation 4.40 can be written as Eq. 4.32, in which

Ī = Q
(
e
−jωcoTs

)
Gpi

(
e
−jωcoTs

)
(4.41)

D̄ =
(
1− ae

−jωcoTs
)

(4.42)

K =

∣∣∣Cnotch

(
e
−jωcoTs

)
Gp

(
e
−jωcoTs

) (
1− e

−jdωcoTsQ
(
e
−jωcoTs

))∣∣∣
−1

(4.43)

Kl can be solved using Eq. 4.33.
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The purpose of this analysis is to convert the parameter optimization set from

Kl, a and τ to fco, a and τ , for the same advantages in the physical intuitions and results

presentations.

Optimization Procedures

Assuming a fixed notch filter Cnotch

(
z−1

)
is used, the PES TMR performance

optimization for the PID controller involves the following procedures:

1. Construct the discrete-time domain servo system plant model, as described in Chap.

2;

2. Form the weighting sequences using the DFT magnitude of various TMR sources, as

described in Section 4.4.2;

3. Select an initial crossover frequency fco for evaluation;

4. Select an initial a for evaluation. a determines the shape of the controller and stability

margins. The initial choice of a should be the most conservative in keeping the stability

margins, therefore it can be chosen so that the PD controller
(
1− az−1

)
have the

maximum phase. Based on Eqs. 4.22 and 4.28, chose a = cos

(
2πfco

Fs

)
, where Fs is

the sampling frequency. Given Ki and fco, Kl can be uniquely determined using the

methods described before. Therefore the controller CPID

(
z
−1
)
= Ki

(
1− az

−1
)
is

determined;

5. Construct the frequency samples S (k), T (k), and D (k) from the servo sensitivity

function, complementary sensitivity function, and the disturbance transfer function,
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respectively;

6. Solve for the cost index in Eq. 4.14; the result is the computed PES variance obtained

from the frequency-domain;

7. Vary a and Ki, and repeat Step 5 and 6. Use available numerical optimization tools,

such as the Optimization Toolbox in MATLAB, to obtain a local minimum of the cost

index J . Because the weighting sequences are obtained from the processed experimen-

tal data, it is not guaranteed that the cost function is convex w.r.t. the parameter

set a, fco and Ki; the local minimum of the cost function is not necessary its global

minimum. Special attention should be paid to the physical meanings of the results.

During the optimization, the required stability margins have to be met. If the gain

margin is less than 5 dB or the phase margin is less than 30
◦, the optimization loop

(5→ 6→ 7→ 5...) is broken and the Step 8 is executed;

8. Go to Step 3 with different open-loop crossover frequency fco. Parameter a and Ki

for PES TMR performance optimization will be selected for the current fco through

Steps 4, 5, 6, and 7.

The same procedure is used for the DOB+PD controller, except that in all the

steps, the time constant τ of the Q filter is used instead of the integral gain Ki.

Optimization Results and Discussion

Figure 4.19 illustrates the optimization results for the DOB based servo with fixed

τ = 0.001. The height of the surface is the PES 3σ value in micro inch. The x and y axis

are a and fco, respectively. It can bee seen that the trend of the decreasing PES 3σ with
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Figure 4.19: Optimizing DOB based servo with τ = 0.001.
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Figure 4.20: Comparison between DOB controller and the PID controller.

the increase of the open-loop crossover fco and a. The stability margins are satisfied for all

points on the surface, but are not illustrated in the figure. For each fco, there is at least

one point having the smallest PES 3σ value. These points for all fco are shown in the first

plot in Fig. 4.20, together with their associated stability margins.

The optimization results of the PID servo are also shown in Fig. 4.20. The

best achievable PES 3σ, and the associated phase and gain margins at different open-loop

crossover frequencies fco are compared with the DOB based servo. It can be seen from

the figure that the stability margins decrease with increase of fco. It is easy to see the

trade-off between the stability margins and the best achievable TMR performance for a
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fixed-structure controller. At each fco, the 2FOF controller with DOB achieved better PES

variance and better stability margins than the PID controller.
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Figure 4.21: Effects of different DOB time constant τ on the optimization results. Curve

1: τ = 0.001; Curve 2: τ = 0.0008; Curve 3: τ = 0.0012; Curve 4: the optimized PID type

controller

The effects of the DOB time constant τ on the optimization results are shown in

Fig. 4.21. The optimized DOB+PD servo with τ = 0.001 (shown as Curve 1) achieves

better TMR performance than that with τ = 0.0008 (Curve 2) or τ = 0.0012 (Curve 3).

The servo with τ = 0.001 also have a better phase margin that with τ = 0.0008. The gain

margins are similar.

Figure 4.22 shows the relationship between the weighting components in the cost

function (Eq. 4.14) and the open-loop crossover frequency fco. Curve m, d, sn denote the
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three sigma plots of PES caused by the disk modes, torque disturbances, and the sensor

noise, respectively. The effects of the sensors noise on PES increases with the crossover

frequency, while those of the other two components decrease with it.

4.5 Summary

This chapter was devoted to presenting and validating various new approaches to

improve the servo systems used in the single stage actuator based disk drive. Those new

approaches were based on the knowledge of the servo system and TMR modeling in Chap.

2, and benefited from the two degree of freedom structure servo described in Chap. 3.

The experimental results of the 2DOF control structure for the HDD servo sys-

tems are presented. The experiments on a Fujitsu M2954 SCSI drive setup verified the

effectiveness of the new reference generation method, as well as the disturbance observer

structure used in the 2DOF control. The new reference profiles were designed in two stages:

off-line simulations and on-line reference generation with adjustments using the SMART

(Structural vibration Minimized AcceleRation Trajectory) technique. This systematic pro-

file design method achieved a higher seeking performance than the conventional proximate

time optimal servo (PTOS) approach. The disturbance observer structure was implemented

in the track seeking servo to achieve smaller tracking errors than the conventional PID con-

troller, and shorter seeking time.

Repetitive control for RPES compensation and its constraints on HDD applications

were discussed. A new position feedforward control method using the servo sector RRO

fields was proposed. It first identifies the RRO TMR source patterns along each track from
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raw PES, then save the information to the RRO fields within the associated servo sectors.

The analysis and the procedures to obtain the RRO TMR source patterns are presented.

The saved information within each servo sector was used to correct the PES reading from

the bursts of the sector. The simulation results have shown that this position feedforward

method achieved 30% improvement of the track density.

TMR performance optimization of the fixed-structure controllers were stressed in

this Chapter. Without the optimizations of the servo controllers for a specific mechanical

platform and noise environment, their comparisons based on PES TMR performance are

not fair and groundless. The optimization problem was first formulated using the PES

variance obtained from the DFT domain as the cost function. The TMR source DFT were

used as weighting sequences associated with servo system transfer functions. For a fixed-

structure controller, its parameters are the tuning factors. When used for the PID controller

and the DOB based 2DOF controller, the parameter sets for optimization were converted to

have more intuitive physical meanings. Servo open-loop crossover frequency (so called servo

bandwidth in the HDD industry) was used as one of the parameters for TMR optimization.

As seen from the optimization process, the bandwidth itself is only one of a few parameters

to determine the PES TMR performance. The shape of the controller, and the stability

margins are equally important as the servo bandwidth to the TMR performance.

The optimization procedures and results were presented in detail. A fully opti-

mized 2DOF controller with DOB demonstrated a superior TMR performance than that of

the conventional PID controller. This result further validated the advantage of the 2DOF

control for HDD servo systems.
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Chapter 5

Conclusions and Suggestions on

the Future Research

5.1 Conclusions

This dissertation investigated a two degree of freedom (2DOF) controller for HDD

servo systems. The unified 2DOF controller operates for both track seeking and following,

therefore making the mode changes in MSC unnecessary. The abrupt control input changes

associated with the mode changes sometimes make the settling of the R/W head difficult.

Another major benefit of 2DOF control is that sophisticated feedforward control algorithms

can be used together with the robust inner loop feedback controller.

Servo design criteria were first defined before the hard disk drive servo plant mod-

eling was introduced in Chap. 2. Certain stability margins and TMR performance, the

asymptotic tracking ability, and the quick and quiet track seeking are desired for the overall
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servo systems.

The noise environment in the hard disk drive application was addressed in the

dissertation. The noise is made by various TMR sources, which were categorized into four

major components: RRO servo written-in errors, sensor noise, torque disturbances, and disk

modes and other unaccounted-for TMR sources. Each of the components was individually

analyzed. Based on their key characteristics in the frequency-domain, simple procedures

to identify them from raw PES were proposed and used. To re-construct the TMR sources

modeling, both time-domain and frequency-domain techniques to process PES were used. In

the frequency-domain, normalized discrete-time Fourier transform (DFT) was used instead

of the power spectrum. The time-domain TMR source sequences can be represented by the

superposition of complex sinusoids described by the sample values of their DFT sequences.

Variance and standard deviations of the time-domain sequence were shown to be easily

obtained from their DFT magnitude.

In Chap. 3, the 2DOF controller and its three major components are described in

detail. DOB and ARC are used as the inner loop controllers, and are compared by simula-

tions. The feedforward control algorithms, including the zero phase error tracking (ZPET)

control and the model following control, are also described in Chap. 3. A new reference

generation method is proposed. The new reference profiles were designed in two stages:

off-line simulations and on-line reference generation with adjustments using the SMART

(Structural vibration Minimized AcceleRation Trajectory) technique. Simulations demon-

strated that the 2DOF control structure with the new reference generation method performs

better than MSC with PTOS. The improvement was mostly achieved in the deceleration
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period due to the use of back e.m.f . effects.

Chap. 4 is devoted to presenting and validating various new approaches to im-

proving the servo systems used in the single-stage actuator based disk drive. Those new

approaches all benefited from the 2DOF structure.

The experimental results of 2DOF control on a Fujitsu M2954 SCSI drive setup

verified the effectiveness of the new reference generation method, as well as of the distur-

bance observer structure. The new systematic profile generation method achieved a higher

seeking performance than the conventional proximate time optimal servo (PTOS) approach.

The disturbance observer structure was implemented in the track seeking servo and achieved

smaller tracking errors than the conventional PID controller, and a shorter seeking time.

Repetitive control for RPES compensation and its constraints on HDD applications

were discussed in Chap. 4. A new position feedforward control method using the servo sector

RRO fields was proposed. The simulation results showed that this position feedforward

method achieved 30% improvement of the track density.

TMR performance optimization of fixed-structure controllers was emphasized. The

optimization problem was formulated to minimize the PES variance. The TMR source

models were used as weighting sequences in the cost function. Both a 2DOF controller

with DOB and a conventional PID controller are optimized for the TMR performance.

The former achieved better PES variance and stability margins. This further validated the

proposed 2DOF controller.
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5.2 Suggestions on Future Research

To improve the hard disk drive servo systems, it is crucial to characterize the noise

environment in which they operate. In a disk drive company, this could be achieved by a

close working relationship between the servo team and the mechanical team. In an academic

setting, research on servo techniques may also need to be tied to that on the mechanical

aspects of hard disk drives, such as disk platter vibrations, media noise, etc.

More accurate TMR sources models are required for better servo system designs

and optimizations. For example, in Chap. 2, the torque disturbance model was approx-

imated using simple white noises. Although this greatly simplified the servo design and

optimization procedures, it may not accurately reflect the true torque disturbances. The

identification of their frequency contents may be best achieved with a theoretical analysis

of the windage effects on the HSA together with sophisticated experiments, such as using

an LDV to measure the position of a floating arm.

TMR sources identification is even more important for the dual stage servo sys-

tems. In general, the position of their first stage actuator is not directly available, and there

are more noise injection points in the system. It is more difficult to de-couple the effects

of various TMR sources on the PES due to the added complexity of the dual stage servo

systems, and therefore it is more difficult to reconstruct the TMR source models from the

raw PES readings.

There are several tasks that remain unfinished in this dissertation due to the

constraints imposed by the experimental setups. For the 2DOF controller, a complete

experiment implementing both the new reference generation method and the disturbance
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observer structure simultaneously needs to be performed on a hard disk drive with a faster

DSP than that of the Fujitsu M2954 drive. It is also desirable to have experimental results

validating the proposed TMR optimization method for fixed-structure servos, and validating

the proposed position feedforward control using servo sector RRO fields. All the experiments

require access to the DSP firmware and the ability to successfully modify it.

The TMR optimization for a fixed-structure controller for a dual stage servo needs

to be modified. The cost function may also be the PES variance, which has more weighting

terms due to the added complexity of the servo structure and TMR sources, such as the

windage and control input noise affecting the position of the second actuator. The sys-

tem transfer functions are more complicated, and the TMR sources are more difficult to

characterize. These TMR related issues need to be investigated in the future.

Current research on dual stage servo systems also includes the design of effective

track seeking control algorithms. For long stroke seeks, the difference between the single

stage and the dual stage tracking controllers is small. However, the latter has the potential

to achieve much better performance for the short seeks and smoother head settling at the

end of a seek, due to its increased servo bandwidth. These track seeking performance related

issues should be addressed for dual stage servo systems.
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