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Abstract

We use the direct simulation Monte Carlo (DSMC) method along with the consistent Boltzmann algorithm to study the
environmental factors affecting smear formation in a representative HAMR air bearing. We focus on the humidity, temperature,
density, and velocity fields occurring due to the high-temperature hotspot on the disk and head surfaces. The results suggest that
the density and temperature fields remain generally the same through the gas channel due to the presence of the free molecular
gas flow in the air-bearing. This is possible as the head-disk clearance limits the mean-free path of the various molecules. Further,
we find that the high temperature increases the water vapor concentration as the peak pressure increases. We also recommend
methods for further study on smear formation in the head-disk interface.
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I. INTRODUCTION

EAT-ASSISTED magnetic recording (HAMR) is the most promising technology to increase the areal density of hard disk

drives [1]. This technology embeds a laser in the recording head that heats a nanoscale spot on the disk to several hundred
degrees to write data before cooling down to freeze data at room temperature. The large temperature gradient, accompanied by
the electric field gradient, however, can cause the premature failure of these heads. Therefore, it is critical to design a robust
head-disk interface for the long-term success of HAMR. Several experiments conducted on the head-disk interface reveal the
presence of contaminations on the head and disk surfaces [2, 3]. These contaminations appear smeared on the surfaces and
are commonly called "smear.” They are formed from several sources, such as the PFPE lubricant, disk materials, and air-borne
contaminants like silica. An atomic-force microscopy image of smear is shown in Fig. 1. The air-bearing that supports the
slider to maintain a steady head-disk spacing can be as low as 1 nm. Therefore, smear can cause significant instabilities in the
sliders” flying characteristics, eventually leading to a crash on the disk. Mitigating smear is key in developing reliable HAMR
drives and has seen considerable research attention [4-8].

/ Smear onset

Fig. 1. AFM Image of smear from ref. [5]

A critical step in studying smear is to understand its formation and the factors that influence its growth. Several mechanisms
have been proposed [4, 5, 9, 10]. The temperature gradient has seen the most attention, however, other forces such as optical
forces has also been studied. Due to the multi-dimensional nature of smear, including its diverse composition, it is likely that
multiple mechanisms act concurrently to influence the onset and growth of smear. The area where the smear grows - the
head-disk interface - exceeds several microns in the down-track and cross-track directions but is only several nanometers in
the vertical direction. This raises the important question of whether to model the surfaces and smear as a continuum solid/fluid
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or as atoms and molecules. Each assumption would have its own advantages and disadvantages. Nevertheless, they both have
been used to extend our understanding of smear formation and mitigation [5, 11, 12]. Arguably, each model would inform the
other to create a robust simulation strategy that can capture all facets of smear.

The minimum thickness of the air bearing can be as low as 1 nm, which is only three to four helium atoms wide. The
modeling and design of the air-bearing, however, is primarily done using a thin-film continuum theory [13]. Nevertheless, a
particle-based study showed that the continuum theory yields similar results when calculating the bearing forces on the slider
[14]. However, the air-bearing in HAMR presents introduces new conditions - the temperature hotspot. Given that the primary
medium of smear transport is the air-bearing, the characteristics of the air-bearing under this temperature field need to be
investigated. In this report, we look into the temperature, density, and velocity fields in a representative HAMR gas bearing.

Humidity is also important to the reliability of HAMR. It has been shown to induce a water monolayer on the disk surface
[15, 16], decrease the tribocharge in the slider-disk interface [17], influence the lubricant transfer between the head and the
disk [18], enhance the heat transfer between the protrusions from the head in contact with the disk when the RH is greater
than 75% [19], affect the spreading rate and chemisorption of the lubricants on the disk surface [20], reduce the vaporization
energy and thus increase evaporation of lubricants during thermal desorption [21, 22], and promote corrosion of the recording
layers [23]. These results show a clear relationship between humidity and the reliability of hard disk drives. Therefore, we
also consider the behavior of water molecules in the air-bearing.

In Section II, we begin by describing the model used to simulate the air-bearing. We use a particle-based method, Direct
Simulation Monte Carlo (DSMC), with a dense gas modification. Further, we explain the simulation conditions, specifically
the approximation of the head-disk interface. We then present the results of our simulation in Section III. Finally, in Section
IV, we present the conclusions and the scope for further study.

[I. NUMERICAL MODEL
A. Simulation method

The molecular gas lubrication (MGL) theory, along with the Fukui-Keneko method, is the accepted method to solve for
the properties of the gas bearings in the head-disk interface [13]. However, it does not give insight into the molecular nature
of the gas-bearing. Since the minimum head-disk clearance in recent hard drives is around 1 nm, the particle nature of the
air-bearing can have a significant impact on the movement of contaminants in the head-disk interface. In this study, we use a
particle-based method called Direct Simulation Monte Carlo (DSMC) to study the air bearings in HAMR head-disk interface
conditions.

The DSMC method solves the Boltzmann Transport Equation by tracking the trajectory of individual particles (atoms
and molecules) in the simulation domain [24]. Statistical averages are then taken to extract macroscopic properties. Unlike a
molecular dynamics (MD) simulation, it employs the use of stochastic functions to calculate the collision, position, and velocity
of the particles [25]. The method begins by using simulated particles that are statistical equivalents of real particles. If each
real particle can be represented by its position and velocity, {@, v}, then all real particles within the space {x + dz, v + dv}
are represented by one simulated particle. The positions, velocities distribution, and collisions of the DSMC particle are chosen
to match that of real particles. The ratio between the simulated and real particles is a global input to the solver. The initial
velocity distribution is governed by the Maxwell-Boltzmann distribution given by,
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where m, kg, T, and v are the particle mass, the Boltzmann constant, the local temperature, and the particle velocity. At
each timestep, the collision and movement of the particles are decoupled. First, each particle is advected along its velocity by
Newtonian mechanics. Then, collisions between particles are calculated. In physical fluids, two particles that are separated by
a distance greater than their mean free path rarely collide. Therefore, DSMC divides the domain into discrete cells that are
roughly the mean free path of the particles [26]. The timestep is taken to be less than the relaxation of time. Collisions are
then conducted within each cell according to the properties of the particles contained within it. Various collision models can
be used, such as the hard sphere [24], variable hard sphere [27], variable soft sphere [28], and the generalized hard sphere
model [29]. This study uses the variable soft sphere (VSS) model by Koura and Matsumoto [28] that modifies the simple hard
sphere model by a temperature-dependent viscosity term (w) and an angular scattering term («). w modifies the diameters of
a particle as a function of the temperature as,
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where, T,..y and dj are the reference temperature and diameter. o modifies the scattering angle by
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The VSS model parameters for the gases in this study are listed in Table I.

Gas Molecular Mass (x1072°kg) | d.ff (x10 "nm) | w Tref o

Nitrogen | 4.6495 0.3875 0.686 | 353.15 | 1.365

Helium | 0.6642 2.2980 0.712 | 350 1.429
TABLE T

COLLISION PROPERTIES OF THE AIR BEARING FROM REF. [30]

Gas Molecular Mass (x1072%kg) | d.ff (x10™nm) | w Trey a

Nitrogen | 4.6495 0.3875 0.686 | 353.15 | 1.365

Helium 0.6642 2.2980 0.712 | 350 1.429
TABLE 1T

COLLISION PROPERTIES OF THE AIR BEARING.

The DSMC method has been used to test the MGL theory on gas bearings in HAMR head-disk interfaces [31, 32]. The
bearing force predicted by MGL and DSMC was with 4% of each other [14]. The DSMC method was initially developed for
rarefied flows, so the particles are considered point masses [33]. However, in dense gases, such as that in the gas bearings of
hard disk drives, the particles’ inter-atomic forces and finite sizes can influence their behavior [34]. The consistent Boltzmann
algorithm (CBA) was developed to account for the finite volume of the particles [35]. The first effect to consider the the increased
collisions as the effective space available for particles to move freely is reduced. The Y-factor increased the collisions, given
by [36].
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where by = %:rmre’, o is the collision diameter and n is the number density. The second effect is the increase in the deflection
of particles after collisions. This is illustrated in Fig. 2. On the left side (Fig. 2a), we track the trajectory of two particles
(red dots) separated by a distance = and moving towards each other with speed v. As these particles are assumed to be point
particles, at ¢ = x/2v, the particles collide and change the direction of travel. Then, at ¢ = x:/v, they return to their initial
positions, which are x units away. Then, Fig. 2b shows the collision of the same particles but with a diameter, d. Since they
possess a finite diameter, the center-to-center distance between the two particles is equal to d at impact. Therefore, the collision
occurs at £ = 72;Ud Then, after the collision, they retrace their path. However, at ¢t = x/v, the final positions are separated by

a distance d from their initial position. This extra displacement needs to be accounted for by Eq 5
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Fig. 2. Schematic to illustrate the need for CBA. (a) is the case when the particles are point masses. (b) is the case when the particles have a finite volume
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where v, and v/, are the particles’ pre and post-collision relative velocities. We ignore the inter-atomic forces in the study.
When replicating the simulation conditions from Huang (1997) [14], we observe a 2% higher bearing force after applying
CBA. Therefore this effect may be one source for the slight difference between the MGL and traditional DSMC model.

The DSMC method has been proven to converge to the Boltzmann equation [37], has been thoroughly tested in high
Knudsen-number flows [25], and excellent agreement has been found with experiments [38]. Due to the relative simplicity of
setting up a DSMC simulation, the ability to study gas mixtures, and the ability to couple optical fields, we use the modified
DSMC to study the air-bearing. We use the open-source software SPARTA [39] to run all DSMC simulations in this study.

B. Simulation conditions

A typical hard drive slider is hundreds of microns in size, with special etchings on the air-bearing surface to produce the
precise bearing force required to counter the head suspension load. The ABS designs used in HAMR drives are not public.
Moreover, modeling such a large system would be computationally expensive in terms of computing power and memory
requirements. Therefore, we use a simplified model that can capture the necessary characteristics of the HAMR head-disk
interface. As shown in Fig 3, a channel with varying cross-sections is used. The top surface represents the head and has
a peak temperature of 500 K. The bottom surface represents the disk with a peak temperature of 800 K. Further, it moves
at a constant velocity of 50 m/s. Both surfaces behave like solid walls that reflect or reset the incident particle’s velocity
with a given accommodating factor, . The velocity reset occurs according to a Maxwellian velocity distribution. Along the
down-track direction is an inflow and outflow boundary condition with particles inserted or removed to maintain atmospheric
pressure. The cross-section is designed to allow for smooth airflow near the inlet boundary. The channel dimensions are 15 pum
in the down-track direction and 50 nm in the vertical direction. The channel width (into the plane) is assumed to be infinite,
with period boundary conditions being enforced.
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Fig. 3. Schematic view of the head-disk interface

The dimension of a DSMC cell must be less than the mean free path of the gas particles to consider particle collision pairs
to be chosen that can actually collide. However, very small and uniform cell sizes would increase the computational costs.
Since the mean free path depends on the temperature and pressure, we adapt the cell size to the local temperature and pressure.
The maximum cell size was set to be 25 nm and the smallest to be 1 nm. The chosen timestep should also be smaller than the
mean collision time. From kinetic theory, the mean collision time stood between 29 to 41 ps (picosecond) for the temperature
and pressure ranges we countered. Thus, we used a conservative timestep of 10 ps for the rest of the simulation. We also
allowed each simulation to reach equilibrium by waiting for about 150,000 steps before any measurements were made.

To simulate humidity, water vapor molecules were considered to be a separate gas. Each water molecule was approximated
as a hard sphere with an effective diameter of 270 pm. The inlet and outlet boundaries were set at 20 % relative humidity
(=~ 700 Pa) pressure. As the temperature on the disk (800 K) exceeds the critical temperature of water, condensation would not
occur on the disk surface. On the head surface (at 500 K), the water saturation pressure is around 25 bars, much greater than
the expected partial pressure of water vapor, leading to negligible condensation. Therefore, condensation on the head surface
could be ignored.

IIT. RESULTS

We simulated a range of gaps from 2 nm to 25 nm for nitrogen and helium bearings. The top and bottom surfaces were
divided into 2000 surface elements, and the pressure in each element was calculated by summing over the momentum change
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Fig. 4. (a) Peak pressure in the channel with hotspot, (b) Partial pressure of water at various total pressures

of incident molecules per unit time. The pressure over 400,000 timesteps were averaged to obtain uniform results. The pressure
vs. spacing graph is plotted in Fig. 4a. As we would expect, the total pressure increases as the gap reduces. Nitrogen bearings
showed a higher peak pressure due to its larger size and mass. Further, as seen in Fig. 4b, the pressure increase is also
accompanied by a corresponding increase in the partial pressure of water. The absolute pressure reaches upwards of 40 kPa.
This is feasible due to the high surface temperatures increasing the saturation pressure of water.

To investigate further, we plot the total pressure distribution at the top and bottom surfaces in Fig. 5. We observe that the
pressure distributions on both surfaces are identical for helium and nitrogen. This must happen as any pressure gradient would
lead to a net flux of particles to reach equilibrium. However, since the temperatures at the two surfaces differ by 300 K,
the composition of the bearing at the two ends must be different to maintain equal pressure. The pressure depends on four
quantities - the particle’s mass, the number density, the temperature, and the correction term to account for non-ideal effects.
In our case, the correction term is the diameter of the particle (Eq. 5). Since the particle’s properties are constant throughout
each simulation, the gas temperature and number density are the only variation that accounts for the constant pressure. At the
particle level, the temperature and number density make sense only in a non-zero volume rather than at a surface or a point.
Therefore, we calculate these quantities at the grid cell adjacent to each surface element. The adaptive grid cell size algorithm
ensures that the dimension of the cell does not exceed the mean free path of a gas particle. Fig. 6 plots nitrogen bearings’
number density and temperature distribution at 4 nm spacing. The solid lines mark the quantity along the bottom surface, and
the dashed lines mark the quantity along the top surface. They show that the temperature and number density profiles follow
different distributions at the top and bottom surfaces around the hotspot. This ensures that the pressure is equal even if the
surface temperatures differ. In Fig. 7a, we plot the difference in number density at the top and bottom surface over a range
of gaps. It shows that as the gap decreases, the difference increases between the two ends increases. As particles bounce off
the surface, the diffusive boundary condition at the surfaces ensures that the kinetic energy of the particles corresponds to the
surface temperature. Consequently, the particles bouncing off the hotter side have an average higher velocity than those from
the cooler side. We can observe this in Fig. 8, where we plot the vertical component of the velocity along the down-track
direction. As the particles traveling from the hotter to the colder surface have a larger mean speed than those traveling from the
colder to the hotter surface, the gas flow has a non-zero vertical drift, which ensures that the number density at the colder end
remains the same. As the gap reduces, the absolute number density also increases, leading to an increase in number density
jump between the ends.

Further, Fig. 7b shows the temperature difference between the two sides. We observe a consistently small < 40 Kelvin
temperature difference between the two ends, with the gas temperature at the bottom being the higher. This contrasts the
difference in the top and bottom surface temperatures of 800 K and 500 K, respectively. This is because the gap limits the
mean free path of the particles. For example, at 600 K, the mean free path of helium gas at 40 bars pressure is around 9 nm,
lower than the corresponding gap of 2 nm. As a result, many particles have a direct trajectory between the surface. Hence, the
velocity distribution of the molecules is defined by the ratio of particles that come from the top and bottom surfaces. Since the
trajectory of the particles is near collision less, this ratio does not vary significantly along the vertical direction. This results
in the temperature being approximately the average of the top and bottom surfaces.



In the simulated head-disk interface, the size of the temperature spot spans several hundred nanometers. In HAMR heads,
the temperature spot would be in the tens of nanometers. This difference was necessary to allow the DSMC to yield good
statistical averages. However, the smaller hotspots in HAMR heads may change in how fast the various fields reach equilibrium
with the temperature fields on the head and disk surfaces.
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Fig. 5. Pressure distribution along the top and bottom surface for helium and nitrogen bearings at 4 nm gap
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Fig. 6. (a) Number density distribution along the top and bottom surface for nitrogen-bearing with 4 nm gap (b) Temperature distribution along the top and
bottom surface for nitrogen-bearing with 4 nm gap

If we now consider collisions in the gap, we see the collisionless trajectory clearly. Consider the two kinds of collision. The
intermolecular collisions occur between the gas molecules and the surface collisions between the gas molecules and surfaces.
We count the average of the collisions at various spacings at each timestep and plot in Fig. 9. The intermolecular collisions
decrease with clearance as the pressure drop dominates. The surface collisions also decrease with spacing as the pressure
exerted by the air-bearing reduces, causing fewer particles to hit each surface. We define the collision ratio as the number of
surface collisions for every intermolecular collision. This ratio behavior at very low spacings (for the spacing we considered.
The ratio is greater than 1, indicating that each gas particle collides with other particles after several surface collisions. This
suggests that they follow a free molecular flow (collisionless trajectory) in these spacings, and the head disk clearance limits
the mean free path. In other words, this regime resembles rarefied gas dynamics. Helium and nitrogen exhibit different ratios
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Fig. 8. The vertical component of the gas velocity for nitrogen and helium bearings at 4 nm gap

due to their molecule’s sizes and mass. The faster helium atoms collide with the surface at a faster rate than the slower nitrogen
molecules. The free molecular flow has several implications for the reliability of air-bearing, especially in the nature of the
heat transfer mechanism [9], which may be enhanced due to the collisionless flow of particles. Further, it suggests that smear
nanoparticles may travel unhindered by the moving gas in the head-disk spacings of HAMR drives.

IV. CONCLUSION

In this study, we used the DSMC method to study the gas bearings of hard disk drives. We first modified DSMC using
the consistent Boltzmann algorithm to account for the dense gas effects. The stable nature of the DSMC method provides a
convenient method to simulate the head-disk interface without worrying about numerical errors and instabilities. The results
are summarized below:

1) The density and temperature fields do not significantly vary along the vertical direction. The temperature is approximately

the average of the head and disk surfaces.

2) There is a non-zero vertical velocity component to maintain equal pressure on the head and disk surfaces.
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Fig. 9. (a) The surface collisions per timestep. (b) The intermolecular collisions per timestep. (c) The collision ratio (defined as the ration between the surface
and intermolecular collisions)

3) The gas molecules largely undergo a free molecular path between the head and disk surfaces.

4) The high temperature allows water vapor concentration to increase with the air-bearing pressure.

This method can now be used to simulate smear transport if we assume that smear behaves like a granular gas [40]. However,
a Lennard-Jones interaction model of Ref. [41], must be used to account for the intermolecular forces between the smear gas
particles. Then, an appropriate adsorption mechanism [42] can then be used to record the smear growth on the head or disk
surface. Further, the influence of other forces, for example, the optical force [4] on the smear gas, can be easily coupled into
the simulation as an external field. The advection step modification of Eq 5 would then be further modified to include the
acceleration due to the force field.
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